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2 PHASE TRANSITIONS

2 Phase transitions
This Chapter is dedicated to the study of classical equilibrium phase transitions.

2.1 The phenomenon

Consider the most common experimental situation in which a piece of material is in
contact with an external reservoir. The material will be characterised by certain global
observables, like its energy, magnetisation, etc., which, for convenience, are usually nor-
malised by the quantity of matter. Densities of energy, magnetisation, etc. are then
defined diving the macroscopic values by the number of particles (or the volume) of the
system. The external environment is characterised by some parameters, like the tempera-
ture, magnetic field, pressure, etc. In principle, one is able to tune the latter and measure
dependence of the former on them.

Sharp changes in the behaviour of macroscopic systems at critical points (curves) in
parameter space have been observed experimentally. These correspond to phase transi-
tions [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11], a non-trivial collective phenomenon arising in the
thermodynamic, N →∞ and V →∞, limit [12].

Phase diagrams as the one in Fig. 2.1 help to visually identify the global behaviour of
a system according to the values that the order parameters (relevant observables) take
in different regions of variation of the control parameters that give the axes to the phase
diagram.

Figure 2.1: A quite generic phase diagram.

The phase diagram in Fig. 2.1 is bidimensional: the temperature-pressure plane and
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2.1 The phenomenon 2 PHASE TRANSITIONS

both of these parameters can be externally controlled. In recent years, it has become
popular, especially in cold atom experiments in atomic physics, to work in isolation. In
these cases, one can monitor the conserved energy, and from it derive a temperature from
the entropy-energy relation following the microcanonical prescription. Likewise, one can
study the statistical properties of the systems for different values of the relevant coupling
constants in the Hamiltonian, which can be tuned with smart experimental techniques.

Macroscopic models of agents in interaction may have static and dynamic phase tran-
sitions. The former are the usual ones studied with statistical physics methods. For
example, in the canonical ensemble, one finds the phase transitions by looking for non-
analyticities of the free-energy density (or another relevant thermodynamic potential) as
a function of the control parameters, say just β = 1/(kBT ),

−βf(β) = N−1 lnZ(β) with Z(β) =
∑
C

e−βH(C) (2.1)

where Z is the partition function, C represents all the system configurations, and H(C)
is the Hamiltonian. In particular, one is interested in identifying the order parameters
(in some cases this is easy, in others it is not) that characterise the various equilibrium
phases, finding the critical curves of the control parameters in the phase diagram, and
studying the critical phenomenon that is to say the behaviour of the order parameter and
other properties close to the phase transition.

Mean-field theories have been notably successful in capturing much of the global be-
haviour of macroscopic systems. Nevertheless, they cannot reproduce details such as the
functional form of the order parameters or the peculiarities of the critical phenomena.
Still, they are notably useful to understand what is going on and get a feeling of the
quantitative behaviour of real systems. Beyond mean-field theory, the scaling theory has
been very successful in describing the phenomenology of phase transitions. It was later
justified with the development of the renormalisation group ideas which gave a concrete
means to calculate, for instance, critical exponents.

However, not all phase transitions conform to the picture described in the previous
paragraph. Some transitions are not characterised by order parameters: it is the case of
topological phase transitions. Other transitions are not accompanied by critical phenom-
ena but show, instead, discontinuities of the order parameters and other peculiar features
such as metastability and hysteresis.

In Fig. 2.1 we show a phase diagram of a particle system with the usual gas, liquid
and solid phases. For the sake of simplicity, it is better to discuss phase transitions in the
context of magnetic systems. This is what we shall do in the rest of this Chapter. The
second part of the Lectures will deal with quantum statistical physics and we will then
discuss quantum phase transitions.

Finally, we note that dynamic phase transitions are sharp changes in the dynamic
evolution of a macroscopic system. We will not discuss them in these notes.

2
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2.2 Some standard models of magnetism

Let us analyse a magnetic system. The Hamiltonian describing all microscopic details
is a rather complicated one. It depends on the electrons’ magnetic moments giving rise
to the macroscopic magnetisation of the sample but also on the vibrations of the atomic
crystal, the presence of structural defects, etc. If we call α a microstate, in the canonical
ensemble its probability is Pα = e−βHα/Z with Z the partition function, Z =

∑
α e
−βHα .

It is, however, impossible and not necessarily interesting, to keep all details and work with
all possible physical phenomena simultaneously. Imagine that we are only interested on
the magnetic properties, characterised by the electronic magnetic moments.

The Ising model is a simplified mathematical representation of a magnetic system. It
describes the magnetic moments as classical spins, si, taking values ±1, lying on the
vertices of a cubic lattice in d dimensional space, and interacting via nearest-neighbour
couplings, J > 0. The energy is then

H({si}) = −J
2

∑
〈ij〉

sisj −
∑
i

hisi (2.2)

where hi is a local external magnetic field. Most typically one works with a uniform field,
hi = h for all sites. The justification for working with an Ising variable taking only two
values is that in many cases the magnetic moment is forced to point along an easy axis
selected by crystalline fields. We then need a model that focuses just on these.

There are two external parameters in H, the coupling strength J and the external field
h. J > 0 favours the alignment of the spin in the same direction (ferromagnetism) while
J < 0 favours the anti-alignment of the spins (antiferromagnetism). The magnetic field
tends to align the spins in its direction.

In finite dimensional cases, the spins lie on a d dimensional lattice that can have different
geometries. For instance, a cubic lattice is such that each vertex has coordination number,
or number of neighbours, z = 2d. Triangular, honeycomb, etc. lattices are also familiar.
One can also consider the sum running over connected sites on a generic graph. The Ising
model is specially attractive for a number of reasons:
(i) It is probably the simplest example of modelling to which a student is confronted.
(ii) It can be solved in some cases: d = 1, d = 2, d → ∞. The solutions have been

the source of new and powerful techniques later applied to a variety of different
problems in physics and interdisciplinary fields.

(iii) It has not been solved analytically in the most natural case, d = 3!
(iv) In d ≥ 2, for h = 0 and J > 0, it has a phase transition at a finite value of

the control parameter T/J , an interesting collective phenomenon, separating two
phases that are well-understood and behave, at least qualitatively, as real magnets
with paramagnetic disorder at high T/J and ferromagnetic order at low T/J .

(v) There is an upper, du, and a lower, dl, critical dimension. Above du mean-field
theory correctly describes the critical phenomenon. At and below dl there is no
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2.2 Some standard models of magnetism 2 PHASE TRANSITIONS

finite T phase transition. Below du mean-field theory fails to capture the critical
properties.

(vi) One can see at work generic tools to describe the critical phenomenon like scaling
and the renormalisation group.

(vii) The phenomenon of frustration is illustrated by the antiferromagnetic Ising model
on the triangular lattice.

(viii) Generalisations in which the interactions and/or the fields are frozen random vari-
ables taken from a probability distribution are typical examples of problems with
quenched disorder. One then finds the random bond Ising model in which hi = 0
and Jij are taken from a pdf with positive support, the random field Ising model in
which Jij = J and the hi are chosen from a pdf with zero mean and finite variance,
and the spin-glass problem in which Jij are drawn from a pdf with positive and
negative support.

(ix) Generalisations in which spins are not just Ising variables but n-component vec-
tors with a local constraint on their modulus are also interesting. Their energy is
proposed to respect rotational symmetry in the n ≥ 2 dimensional space,

H({~si}) = −J
2

∑
〈ij〉

~si · ~sj −
∑
i

~hi · ~si , (2.3)

with n = 1 (Ising), n = 2 (XY), n = 3 (Heisenberg), ..., n→∞ (O(n)) as particular
cases. The local constraint on the length of the spin is

s2
i ≡

n∑
a=1

(sai )
2 = n . (2.4)

Note that each component is now a continuous variable bounded in a finite interval,
−
√
n ≤ sai ≤

√
n, that actually diverges in the n → ∞ limit. When n → ∞ it is

sometimes necessary to redefine the coupling constants including factors of n that
yield a sensible n→∞ limit of thermodynamic quantities.

(x) One can add a dynamic rule to update the spins. We are then confronted to the
kinetic Ising model (or its multi-component extensions) and more generally to the
new World of stochastic processes.

(xi) Dynamic phase transitions occur in the properties of the system’s evolution. We
will not discuss them in these Lectures.

(xii) In the low temperature phase of clean models or even weakly frustrated/disorderd
ones, the progressive order is reached via domain growth, the simplest example of
phase ordering kinetics.

(xiii) Last but not least, it has been a paradigmatic model describing many problems
beyond physics like neural networks, social ensembles, etc.

Note the difference between the two parameters, N and n. N is the number of spins
in the system. n is the number of components that each spin vector has. There is still
another dimension, the one of real space, that we call d.
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2.3 Concepts

Let us now discuss some important concepts, symmetries, order parameters, pinning
fields, broken ergodicity and broken symmetry [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11], with the help
of the concrete example of the Ising model. The discussion applies, though, in greater
generality.

2.3.1 Symmetries

Let us treat separately the case of continuous and discrete symmetries.

Continuous

In the absence of an applied magnetic field the Hamiltonian (2.3) remains invariant
under the simultaneous rotation of all spins:

H({~si ′}) = −J
2

∑
〈ij〉

~si
′ · ~sj ′ = −

J

2

∑
〈ij〉

RabsbiR
acscj = −J

2

∑
〈ij〉

RT baRacsbis
c
j

= = −J
2

∑
〈ij〉

sbis
b
j = −J

2

∑
〈ij〉

~si · ~sj = H({~si}) (2.5)

since R is an orthogonal transformation, such that RTR = I, with RT the transpose of R.
The model is O(n) symmetric. This symmetry is explicitly broken by the external field.
(Summation over repeated a, b indices is assumed.)

Discrete

The Ising model with no applied field is invariant under the simultaneous reversal of
all spins, si → s′i = −si, for all i, a discrete Z2 symmetry.

2.3.2 Order parameters

An order parameter is generically defined as a quantity – the statistical average of an
observable – that typically vanishes in one phase and is different from zero in another one
(or other ones). One must notice though that the order parameter is not unique (e.g.,
any power of an order parameter is itself an order parameter) and that there can exist
transitions without an order parameter as the topological Kosterlitz-Thouless transition
in the 2d XY model that we will study later.

In the ferromagnetic Ising model the order parameter is the global magnetisation den-
sity1

m =
1

N

N∑
i=1

〈 si 〉 and 〈 si 〉 = Z−1
∑
C

si e
−βH(C) (2.6)

1We will discuss the issues raised by the symmetries of Sec. 2.3.1 in Sec. 2.3.4.
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where N is the total number of spins and the angular brackets represent the thermal
average in the canonical ensemble (that we adopt henceforth unless otherwise stated) as
indicated in the second equation. The sum over configurations C is just a sum over all
si = ±1 in this example.

In Ising antiferromagnetic models one can define staggered magnetisations that take into
account the periodicity between two possible orientations of the local spins. Generalisa-
tions to systems with different internal dimension of the spins (n > 1) are straightforward.

2.3.3 Thermodynamic limit

The abrupt change in the order parameter at particular values of the external param-
eters, say the adimensional control parameters built with the temperature and magnetic
field (βJ, βh), is associated to the divergence of some derivative of the free-energy (we use
the canonical ensemble) with respect to one of these parameters. The partition function
is a sum of positive terms. In a system with a finite number of degrees of freedom (as,
for instance, in an Ising spin model where the sum has 2N terms with N the number
of spins) such a sum is an analytic function of the parameters. Thus, no derivative can
diverge. One can then have a phase transition only in the thermodynamic limit in which
the number of degrees of freedom diverges.

2.3.4 Pinning field

In the absence of a magnetic field, and for pairwise (two-body) interactions, the energy
of an Ising model is an even function of the spins, H({si}) = H({−si}) and, consequently,
the equilibrium magnetisation density computed as an average over all spin configurations
with their canonical weight, e−βH(C), vanishes at all temperatures:

〈 si 〉 = 0 ∀ i if hi = 0 ∀ i . (2.7)

At high temperatures, m = 0 (see Eq. (2.6)) characterises completely the equilibrium
properties of the system since there is a unique paramagnetic state with vanishing mag-
netisation density. At low temperatures instead if we perform an experiment in a, say,
ferromagnetic sample, we do observe a net magnetisation density. In practice, what hap-
pens is that when the experimenter takes the system through the transition he/she cannot
avoid the application of tiny external fields – the experimental set-up, the Earth... – and
there is always a small pinning field that actually selects one of the two possible equi-
librium states, with positive or negative magnetisation density, allowed by symmetry. In
the course of time, the experimentalist should see the full magnetisation density reverse,
to ensure m = 0 in equilibrium (see Fig. 2.2). However, this is not seen in practice since
astronomical time-scales would be needed for these reversals to take place.

We shall see the following statement at work when solving mean-field models exactly.
To see 〈 si 〉 6= 0 one needs to compute

lim
h→0

lim
N→∞

〈 si 〉h = m 6= 0 , (2.8)

6
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that is to say, the average under an applied field that is taken to zero only after the
infinite size limit. This is the pinning field, which selects one out of two fully degenerate
equilibrium states.2

2.3.5 Broken ergodicity

Introducing dynamics into the problem,3 ergodicity breaking can be stated as the fact
that the temporal average over a long (but finite) time window

At = lim
t0�τ�t

1

2τ

∫ t+τ

t−τ
dt′A(t′) (2.9)

is different from the static statistical one, with the sum running over all configurations
with their associated Gibbs-Boltzmann weight:

At 6= 〈A 〉 . (2.10)

In practice, the temporal average is done in a long but finite interval τ <∞. During this
time, the system is positively or negatively magnetised depending on whether it is in “one
or the other degenerate equilibrium states” (see Fig. 2.2). Thus, the temporal average of
the orientation of the spins, for instance, yields a non-vanishing result At = mt 6= 0. If,
instead, one computes the statistical average summing over all configurations of the spins,
the result is zero, as one can see using the symmetry arguments explained in Sec. 2.3.4.
The reason for the discrepancy is that with the time average we are actually summing over
half of the available configurations of the system: if the averaging time-window controlled
by τ is not as large as a function of N , the trajectory does not have enough time to visit
all configurations in phase space. One can reconcile the two results by summing only
over the configurations with positive (or negative) magnetisation density in the statistical
average, and recovering in this way a non-vanishing result.

Note that ergodicity breaking is a statement about the dynamics of a system.

2.3.6 Spontaneous broken symmetry

In the absence of an external field the Hamiltonian is symmetric with respect to the
simultaneous reversal of all spins, si → −si for all i. The phase transition corresponds to a
spontaneous symmetry breaking between the states of positive and negative magnetization.
One can determine the one that is chosen when going through Tc either by applying a small
pinning field that is taken to zero only after the thermodynamic limit, or by imposing

2In the ferromagnetic Ising model is very easy to identify the pinning field to be used. In problems
with quenched random interactions in competition, like spin-glasses, it is not obvious a priori which are
the pinning fields which have to be used.

3Note that Ising model does not have a natural dynamics associated to it. Convenient dynamic rules
can be attributed to the evolution of the spins ensuring the system’s approach to canonical equilibrium.
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Figure 2.2: Time dependence of the global magnetisation in a magnetic system, with sudden
switches from one state to the other. Image taken from [13].

adequate boundary conditions like, for instance, all spins pointing up on the borders of
the sample. Once a system sets into one of the equilibrium states this is completely stable
in the N →∞ limit. The mathematical statement of spontaneous symmetry breaking is
then

lim
h→0+

lim
N→∞

〈 si 〉 = − lim
h→0−

lim
N→∞

〈 si 〉 6= 0 . (2.11)

Ergodicity breaking necessarily accompanies spontaneous symmetry breaking but the
reverse is not true; an example is provided by systems with quenched disorder. Indeed,
spontaneous symmetry breaking generates disjoint ergodic regions in phase space, related
by the broken symmetry, but one cannot prove that these are the only ergodic compo-
nents in total generality. Mean-field spin-glass models provide a counterexample of this
implication, in which many ergodic components not related by symmetry exist.

2.3.7 Phenomenology

Before launching the discussion our theoretical analysis, let us spend 5 minutes looking
at typical equilibrium configurations of the two-dimensional Ising Model, the paradigmatic
model with a finite temperature phase transition. Figure 2.3 shows three snapshots of
this system in equilibrium above, at and below the critical temperature.

At infinite temperature, each spin has equal probability (a half) of pointing up and
down. The snapshot on the left does not show any structure and it is completely disor-
dered. The magnetisation density vanishes. At all temperatures above the critical one,
which are not too close to it, one will see similar features.

At the critical temperature one sees domains, that is, regions in which the spins tend to
point in one of the two directions, but these domains have reversed domains within. These
domains seems to have all possible length-scales. There are still as many spins up as spins
down and if one were to sum them up, the result would zero (apart from fluctuations). If
one were to pick another configuration also in equilibrium at the critical temperature the

8
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position and form of the domains will be totally different. There is nothing special about
one region of the samples or another.

Figure 2.3: Three typical equilibrium configurations of the two-dimensional Ising model.

Finally, below the critical temperature, the configuration is mostly ordered in the, say,
down direction. However, there are some isolated single spins, or even small clusters of
spins, which are reversed with respect to the background. In a sense, there is a single
domains with fluctuations within. This makes the global magnetisation density of this
configuration be not completely saturated and hence slightly smaller than one. At a later
time, during the equilibrium evolution of the sample, the location of the reversed spins
or clusters will be different but, statistically, they will behave in the same way (same size
distribution, same number of reverse spins, etc. apart from fluctuations). This snapshot
demonstrates the spontaneous symmetry breaking mechanism whereby the negatively
magnetised state has been selected in this experiment. Another experiment may give a
positively magnetised equilibrium state. The two appear with equal probability of a half
if no external magnetic field is applied.

2.3.8 Energy vs. entropy - the Peierls argument

Let us use a thermodynamic argument to describe the high and low temperature phases
of a magnetic system and argue that for short-range interactions a one dimensional system
with short-range interactions cannot sustain an order phase at non-zero temperature while
one with sufficiently long-range interactions can.

The free-energy of a system is given by F = U − TS where U is the internal energy,
U = 〈H〉, and S is the entropy. The equilibrium state may depend on temperature and it is

9
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such that it minimises its free-energy F . A competition between the energetic contribution
and the entropic one may then lead to a change in phase at a definite temperature, i.e.
a different group of micro-configurations, constituting a state, with different macroscopic
properties dominate the thermodynamics at one side and another of the transition.

At zero temperature the free-energy is identical to the internal energy U . In a system
with nearest-neighbour ferromagnetic couplings between magnetic moments, the magnetic
interaction is such that the energy is minimised when neighbouring moments are parallel.

Switching on temperature thermal agitation provokes the reorientation of the moments
and, consequently, misalignments. Let us then investigate the opposite, infinite temper-
ature case, in which the entropic term dominates and the chosen configurations are such
that entropy is maximised. This is achieved by the magnetic moments pointing in random
independent directions.

The competition between these two limits indicates whether a finite temperature tran-
sition is possible or not.

Short-range interactions in d = 1

At zero temperature the preferred configuration is such that all moments are parallel,
the system is fully ordered, and for nearest-neighbour couplings U = −J# pairs.

For a model with N Ising spins, the entropy at infinite temperature is S ∼ kBN ln 2.
Decreasing temperature magnetic disorder becomes less favourable. The existence or

not of a finite temperature phase transitions depends on whether long-range order, as the
one observed in the low-temperature phase, can remain stable with respect to fluctuations,
or the reversal of some moments, induced by temperature. Up to this point, the discussion
has been general and independent of the dimension d.

The competition argument made more precise allows one to conclude that there is no
finite temperature phase transition in d = 1 while it suggests there is one in d > 1. Take
a one dimensional ferromagnetic Ising model with closed boundary conditions (the case
of open boundary conditions can be treated in a similar way),

H([{si}) = −J
N∑
i=1

sisi+1 , (2.12)

and sN+1 = s1. At zero temperature it is ordered and its internal energy is just

Uo = −JN (2.13)

with N the number of links and spins. Since there are two degenerate ordered configura-
tions (all spins up and all spins down) the entropy is

So = kB ln 2 (2.14)

The internal energy is extensive while the entropy is just a finite number. At temperature
T the free-energy of the completely ordered state is then

Fo = Uo − TSo = −JN − kBT ln 2 . (2.15)

10
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Figure 2.4: Left, a domain wall in a one dimensional Ising system and right, two bidimensional
domains in a planar Ising system.

This is the ground state at finite temperature or global configuration that minimises the
free-energy of the system.

Adding a domain of the opposite order in the system, i.e. reversing n spins, two bonds
are unsatisfied and the internal energy becomes

U2 = −J(N − 2) + 2J = −J(N − 4) , (2.16)

for any n. Since one can place the misaligned spins anywhere in the lattice, there are N
equivalent configurations with this internal energy. The entropy of this state is then

S2 = kB ln(2N) . (2.17)

The factor of 2 inside the logarithm arises due to the fact that we consider a reversed
domain in each one of the two ordered states. At temperature T the free-energy of a state
with two domain walls is

F2 = U2 − TS2 = −J(N − 4)− kBT ln(2N) . (2.18)

The variation in free-energy between the ordered state and the one with one reversed
domain is

∆F = F2 − Fo = 4J − kBT lnN . (2.19)

Thus, even if the internal energy increases due to the presence of the domain walls,
the increase in entropy is such that the free-energy of the state with a droplet in it is
much lower, and therefore the state much more favourable, at any finite temperature
T . One can repeat this argument reversing domains within domains and progressively
disorder the sample. We conclude that spin flips are favourable and order is destroyed at
any non-vanishing temperature. The ferromagnetic Ising chain does not support a non-
zero temperature ordered phase and therefore does not have a finite temperature phase
transition.

Note that this argument explicitly uses the fact that the interactions are short-ranged
(actually, they extend to first neighbours on the lattice only in the example). Systems
with sufficiently long-range interactions can have finite temperature phase transitions even
in one dimension, as shown below.
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Exercise 2.1 Solve the one dimensional Ising chain and confirm that it only orders at zero temperature.
Identify the correlation length, ξ(T ), from the decay of the connected correlation function, C(r) ≡
〈(si − 〈si〉)(sj − 〈sj〉)〉||~ri−~rj |=r ∼ e−r/ξ(T ), and its temperature dependence.

Power-law decaying interactions in d = 1

Take now a one dimensional Ising model

H({si}) = −J
2

∑
i 6=j

Jijsisj = −J
N−1∑
i=0

N−i∑
k=1

Ji i+ksisi+k (2.20)

with open boundary conditions and algebraically decaying ferromagnetic interactions

Ji i+k ∼ J r−αi i+k ≡ J r
−(1+σ)
i i+k = J (ak)−(1+σ) , (2.21)

where ri i+k = |~ri − ~ri+k| = ak, a is the lattice spacing, and we used here the notation
in [66] that compared to the one of the Introductory chapter is α = σ + 1. From the
arguments put forward in that chapter, we expect a change in behaviour at σ = 0 or
α = d = 1.

In a perfect ferromagnetic configuration the energy is U0 = −J
∑N−1

i=0

∑N−i
k=1 (ak)−(1+σ)

that in a continuous limit, ak 7→ y, a
∑

k 7→
∫
dy, and a

∑
i 7→

∫
dx reads

U0 7→ − J
a2

∫ L−a

0

dx

∫ L−x

a

dy
1

y1+σ
=

J

a2

1

σ

∫ L−a

0

dx [(L− x)−σ − a−σ]

=
J

a2

1

σ

1

1− σ
[−a1−σ + L1−σ − a−σ(L− a)] . (2.22)

We see that for σ < 0 the energy is superextensive, U0 ∝ −L1−σ. One can cure this
problem by re-scaling J , J 7→ JLσ−1, that is, considering a much weaker interaction
strength, scaling with system size. Instead, for σ > 0 the large system size limit is
controlled by the last term and the (still negative) ground state energy is extensive.

We now make an explicit calculation to check whether this system can have long-range
order in the cases σ > 0 (equivalent to α > d = 1).

Consider an excitation over the ferromagnetically order state in which n spins on the
left point down and N−n spins on the right point up, that is to say, a configuration with a
single sharp domain wall (possible because of the open boundary conditions). The excess
energy of this excitation with respect to the perfectly ordered ground state in which all
spins point up is:

∆U = 2J
n∑
i=0

N−i∑
j=n−i+1

1

(aj)1+σ
. (2.23)

Clearly, if n = 0 or n = N − 1, ∆U = 0. In the continuous space limit, a→ 0, the sums
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can be transformed into integrals

∆U 7→ 2J

a2

∫ z

0

dx

∫ L−x

z−x+a

dy
1

y1+σ

= − 2J

a2σ

∫ z

0

dx
[
(L− x)−σ − (z − x+ a)−σ

]
=

2J

a2σ(1− σ)

[
(L− z)1−σ − L1−σ − a1−σ + (z + a)1−σ] (2.24)

where we called L = Na the length of the chain and z the placement of the domain wall.
We now study this expression in the case L � z � a, that is to say, when the domain
wall is placed at a finite distance from the origin compared to the infinite size limit. The
contribution of the first two terms in the square brackets is proportional to z/Lσ for z � L
and negligible for σ > 0. The third term is just a short-length regularisation depending
on the lattice size. The last term is the important one that we approximate as

≈ 2J

a2σ(1− σ)
z1−σ (2.25)

using z � a. Therefore, the excitation energy increases with the length to the reversed
domain for 0 < σ < 1 (while in the first-neighbour interaction case it was independent of
it). The reversal of large domains is not favourable energetically and this is an indication
that long-range order can exist in such a model with 0 < σ < 1. In the case σ < 0
interactions are strongly long-ranged and order should be even more favorable. (Many
mathematical papers from the 60s-80s, by the most celebrated statistical physicists of the
time, derived conditions on the decay of the power law interaction to inhibit magnetic
order at any non-vanishing temperature.) In contrast, for σ > 1 the energy of a large
droplet is bounded and the entropic term at finite temperature will end up destroying the
ferromagnetic order.

Two dimensional case with short-range interactions

A similar argument in d > 1 suggests that one can have, as indeed happens, a finite
temperature transition in these cases [3]. Look at the right picture in Fig. 2.16 and
focus on the domain in the left-down location. It has 14 broken bonds and therefore
a boundary with length Lb = 14. Fix one internal spin, say the only one which is not
at the interface, and consider all possible domains which contain this spin and with the
same boundary length Lb = 14. An estimate of the number of such domains is µLb with
µ a number independent of Lb. The difference of the free-energy with and without the
reversed domain goes as

∆F = 2JLb − kBTLb lnµ (2.26)

and it can be positive at low T and negative at high T . Therefore, this argument does not
rule out an ordered phase at low but non-vanishing temperature. The crucial difference
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with the one dimensional case is that in the 2d case the energy difference scales with Lb
and it is not finite.

2.4 Some celebrated methods

Lattice models can be studied by series expansions which start with some exactly solv-
able limits and develop perturbations around them. For instance, in ferromagnetic models
one expands around the perfectly ordered configuration at T = 0 (Subsubsec. 2.4.1) or
the totally disordered one at T → ∞ (Subsubsec. 2.4.2). Dualities between models of
interest in the hard phase and simpler models to solve in the easy phase have been very
useful since the work of Kramers & Wannier on the Ising model (Subsubsec. 2.4.3). Fi-
nally, the transfer matrix allows one to solve low dimensional statistical physics models
(Subsubsec. 2.4.4).

2.4.1 Low temperature expansion

At zero temperature, β → ∞, and the Boltzmann factor is dominated by the config-
urations that minimise the energy. For a ferromagnetic Ising model, these are the two
perfectly magnetised states, and a series expansion for the partition function is obtained
by including low energy excitations around this state. The lowest energy excitation is a
single reversed spin, which costs (2J)(2d) energy on a hypercubic lattice, and has multi-
plicity N . The next lowest energy excitation is a dimer of overturned spins with energy
cost 2J(4d− 2), and a multiplicity of Nd. Going on in this way one notices that the exci-
tations are in one to one correspondence with graphs on the lattice. With an enumeration
technique one then includes as many terms as possible in the partition sum and cuts it
at a given order.

In a compact notation, as in a saddle-point approximation,

Z =
∑
C

e−βH(C) ∼ e−βH(Cmin)
∑
C

e−
β
2
H′′(Cmin)(C−Cmin)2+... , (2.27)

The exponential of the higher order terms collected in the dots can then be expanded
(assuming their are small) and, typically, their averages computed taking the average
of the Gaussian weight and using Wick’s theorem. In field theory this corresponds to
the weak coupling expansion. For continuously varying fields, this gives the standard
perturbation theory.

2.4.2 High temperature expansion

The partition function of the Ising ferromagnet reads

Z =
∑
si=±1

eβJ
∑
〈ij〉 sisj =

∑
si=±1

∏
〈ij〉

eβJsisj (2.28)
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Using the identity eβJsisj = a(1 + bsisj) with a = cosh(βJ) and b = tanh(βJ) and the
fact that b is order β, an expansion if powers of b can be established. The average of
products of the spins that remains can be non-zero only if each spin appears an even
number of times. The expansion can then be represented as graphs on the lattice, a
representation that makes the enumeration of terms easier, and it is a particular case of
a cluster expansion [14].

Quite generally, the high temperature expansions are power series expansion of the
partition function around a model that is a union of non-interacting ones and converges
in some non-trivial regions of parameters, in particular when the interaction is small [15].

2.4.3 Duality

Dualities are symmetries that relate the free energy of a model at, say, high temperature
or weak coupling, to another at low temperature or strong coupling. The relation is used
to solve the simple model (typically the one at high T or weak coupling) and infer the
behaviour of the other one. Moreover, since the two models should coincide at the critical
point, the relation also allows to find the critical parameter as well. This idea was applied
by Kramers and Wannier to the 2d ferromagnetic Ising model on the square lattice [16],
it was later used in many other statistical physics models, and more recently became
popular in the field theoretical context.

2.4.4 The transfer matrix

The transfer matrix allows one to obtain the equilibrium properties of Ising chains with
periodic boundary conditions and generic interaction strengths and random fields. Take
the Ising chain

H({si}) = −
N∑
i=1

(Jisisi+1 + hisi) (2.29)

with Ji and hi link and site dependent exchanges and fields, respectively. Impose periodic
boundary conditions such that sN+1 = s1. The partition function can be evaluated with
the transfer matrix method introduced by Kramers and Wannier [17] and Onsager [18].
Indeed,

ZN =
∑
{si=±1}

T1s1s2T2s2s3 . . . TNsNs1 = Tr
N∏
i=1

Ti (2.30)

where Ti are 2×2 matrices in which one takes the two row and column indices to take the
values ±1. Then

Ti =

(
eβ(Ji+hi) eβ(−Ji+hi)

eβ(−Ji−hi) eβ(Ji−hi)

)
(2.31)

Note that, for random exchanges and/or fields, that is to say, for Ji and hi taken from
probability distributions, Eq. (2.30) is a product of random matrices. Methods from
random matrix theory can then be used to study disordered spin chains [19].
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The free-energy per spin is given by

−βfN = − 1

N
lnZN = − 1

N
lnTr

N∏
i=1

Ti (2.32)

The thermodynamic quantities such as the energy per spin, the magnetic susceptibility
and others can be computed from this expression. The local quantities, such as the local
averaged magnetisation or the correlation functions are evaluated with the help of the
spin operator

Σ =

(
1 0
0 −1

)
(2.33)

as
〈si〉 =

1

ZN
Tr T1T2 . . . Ti−1ΣTi . . . TN ,

〈sisj〉 =
1

ZN
Tr T1 . . . Ti−1ΣTi . . . Tj−1ΣTj . . . TN .

(2.34)

Disordered exchanges and no magnetic fields

This problem was solved in an exercise with the change of variables σi = sisi+1. Let us
see now how one can solve it with the transfer matrix method. For hi = 0, all matrices
can be diagonalized with the change of basis, PUiP−1 = Ti with

P =

(
1 1
1 −1

)
Ui =

(
2 cosh βJi 0

0 2 sinh βJi

)
(2.35)

and P−1 = P/2. One then has

ZN =

(
N∏
i=1

(2 cosh βJi)

)(
N∏
i=1

(1 + tanh βJi)

)
≈

N∏
i=1

(2 cosh βJi) (2.36)

More details on the analysis of this kind of chains with the transfer matrix method can
be found in [19].

2.4.5 One dimensional models

In one dimension the partition function of a number of magnetic models can be com-
puted exactly and the absence of a finite temperature phase transition corroborated from
the absence of non-analyticities in the free-energy. In the two following exercises this fact
is made explicit in the one dimensional Ising chain and XY model.
Exercise 2.2 Calculate the free-energy of the one dimensional ferromagnetic Ising chain (no external field
applied) H = −J

∑N
i=1 sisi+1. Discuss free and periodic (s1 = sN+1) boundary conditions separately.

Calculate the correlation function between two spins si and sk. Trick: use the fact that s2j = 1 for all j to
introduce identities on all sites in between i and k. Prove that Cik ≡ 〈sisk〉 = 〈ηi〉〈ηi+1〉 . . . 〈ηk−1〉〈ηk−1〉 =
tanh(βJ)|k−i| = e(k−i) ln tanh(βJ) with ηi = sisi+1.

16



2.5 Mean field theory 2 PHASE TRANSITIONS

Exercise 2.3 Calculate the free-energy of the one dimensional ferromagnetic XY chain (no external field
applied) H = −J

∑N
i=1 ~si ·~si+1. Discuss free and periodic (~s1 = ~sN+1) boundary conditions separately.

Exercise 2.4 Study the equilibrium properties of the nearest-neighbour Ising model in one dimension
with the addition of a fully connected term: H = −Jnn

∑N
i=1 ~si ·~si+1+Jfc

(∑
i s

2
i

)2 with Jfc conveniently
rescaled with N so as to make the energy extensive. This model can be studied in the canonical and
microcanonical ensembles and for certain values of the parameters inequivalence of results are found. See,
e.g. [66] and references therein for a discussion.

2.5 Mean field theory

In spite of their apparent simplicity, the statics of ferromagnetic Ising models has been
solved analytically only in one and two dimensions. The mean-field approximation allows
one to solve the Ising model in any spatial dimensionality. Even though the qualitative
results obtained are correct, the quantitative comparison to experimental and numerical
data shows that the approximation fails below an upper critical dimension du. It is
however very instructive to see the mean-field approximation at work.

We will first present the standard mean-field approximation to a finite dimensional
Ising model.

Next we will study a generic Ising spin Hamiltonian

H({si}) = −
∑
i1...ip

Ji1...ipsi1 . . . sip −
∑
i

hisi

with p-spin interactions which we do not specify for the moment and under local external
magnetic fields. The usual two-body model is recovered with p = 2 but larger values of
p will be interesting since they allow to see first-order phase transitions within the same
framework. We will scale the coupling constants Ji1...ip with the number of spins in the
sample so as to ensure the extensive property of the energy, H = O(N). For the moment
we do not restrict the sum over the spins, it will be determined by the type of interaction,
and we will make it explicit later.

2.5.1 Ignoring correlations

The usual way of deriving the mean-field approximation is to write

si = mi + δsi (2.37)

with δsi = si −mi, and mi = 〈 si 〉 the local magnetisation density which are the guessed
local order parameters. (We remark here that these do not have to be identical, nor take
the same sign at this stage. Indeed, in problems in which the coupling strengths are not
all equal, and may even have sign variations, the mi will depend on the index i and even
have different signs. It is the case of random ferromagnets or spin-glasses.) The next
step is to replace this expression in each term contributing to the sum over spins in the
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Hamiltonian that, for concreteness, we take to have pair interaction4∑
i1...ip

. . . 7→
∑
ij

. . . p = 2 (2.38)

and keep only first order terms in powers of δsi, which are assumed to be small. Then,

sisj ' mimj +miδsj +mjδsi = misj +mjsi −mimj . (2.39)

The extension to p-spin interactions is straightforward. This leads to a model with N
non-interacting Ising spins coupled to mi-dependent local fields:∑

ij

Jijsisj ≈ −
∑
ij

Jijmimj + 2
∑
ij

Jijsimj . (2.40)

This way of presenting the approximation makes its “mean field” character transparent.
The fact that correlations between different spins are neglected will soon become clear,
from the calculation of the connected correlations. This approximation cannot be accurate
when the correlations are strong, i.e. close to the critical point.

Having truncated the Hamiltonian we are now able to compute the partition sum. The
first term in (2.40) is just independent of the spins and can be taken out of the partition
sum, and the model just became one of independent spins in an effective local field5

heff
i =

∑
∂i

Jijmj and hloc
i = heff

i + hi (2.41)

which add up to the external ones, hi, to make a total local field hloc
i . The notation ∂i

indicates the first neighbours of the site i on the lattice or graph on which the model is
defined. Thus the sum

∑
∂i runs over the spins j that interact with the selected spin i.

One has

Z ≈ e−β
∑
ij Jijmimj

∑
{si=±1}

eβ
∑N
i=1 si(

∑
∂i Jijmj+hi) (2.42)

= e−β
∑
ij Jijmimj

N∏
i=1

2 cosh

[
β

(∑
∂i

Jijmj + hi

)]
(2.43)

The external local fields hi may act as pinning fields or as sources to compute spin averages
and correlation functions (see below). Therefore, the free-energy density −βf = N−1 lnZ,
that is the thermodynamic potential from which we can derive the macroscopic properties
of the model, is now written as a function of the {mi} local order parameters:

f({mi}) ≈
1

N

∑
ij

Jijmimj −
kBT

N

N∑
i=1

ln

{
2 cosh

[
β

(∑
∂i

Jijmj + hi

)]}
. (2.44)

4In many cases the sum is introduced with 1/2 in front of it which corresponds to a redefinition of the
coupling constants Jij 7→ Jij/2.

5The reason for the factor 1/2 in front of the sum
∑
∂i is that

∑
i 6=j =

1
2

∑
i

∑
∂i.
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How many are the terms in the sum
∑

∂i and where are situated the corresponding spins
in the sample, depend on the range of the interactions.

Exercise 2.5 Study the scaling, with N , of the two terms contributing to f for different kinds of
interaction ranges.

Going back to (2.42), one can extract the probability of the now independent spins,

Pi(si) =
eβh

loc
i ({mj})si

e−βh
loc
i ({mj})si + eβh

loc
i ({mj})si

, (2.45)

with the {mj, j = ∂i}, and still having to be determined self-consistently.
The free-energy density (2.44) is a function of the parameters {mi} that are not fixed

yet. However, we recall that we introduced them by requiring 〈si〉 = mi. Therefore, one
must have

mi =
∑

{sk=±1}

siPi(si) or, equivalently, mi =
∂ lnZ
∂(βhi)

=
∂(−βF )

∂(βhi)
(2.46)

and these conditions lead to the generic mean-field equations

mi = tanh[βhloc
i ({mj})] = tanh[β

∑
∂i

Jijmj + βhi] . (2.47)

Another way to fix the local order parameters {mi} is to ask them to be the extreme
values of f({mi}). We will carry out this analysis after presenting alternative ways to
derive the mean-field free-energy density in terms of the {mi}s.

Uniform interactions and fields

If we now take all interactions to be equal, Jij = J , and all magnetic fields to be the
same, hi = h, all spins see the same environment. In consequence, we can assume that
all the mi are equal, mi = m. Then,

f(m) ≈ J

N

∑
ij

m2 − kBT ln

{
2 cosh

[
β

(
J
∑
∂i

m+ h

)]}
. (2.48)

The result of the two sums depends of the range of the interactions in the Hamiltonian.
One can easily see that for the fully-connected model, the free-energy density will be order
one only if we scale J 7→ J/N . Instead, for models with finite range interactions the sum
over j has a finite number of terms, f is O(1), and on a lattice with coordination z

f(m) ≈ 1

2
Jz m2 − kBT ln {2 cosh [β (Jzm+ h)]} (2.49)

One can see that the more spins interact with the chosen one the closer the spin sees
an average field, i.e. the mean-field. The number of interacting spins increases with
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the range of interaction and the dimension of space in a problem with nearest neighbour
interactions on a lattice.

The equation of state is now

m = tanh[β(Jzm+ h)] , (2.50)

and, for h = 0, it has only one solution m = 0 at temperatures T ≥ Tc = Jz, and three
solutions m = 0 and m = ±|m1| at T < Tc. Other properties of this equation will be
discussed below.

Exercise 2.6 Take the limit kBT → 0 in Eq. (2.49) evaluated at h = 0 and show that the minima of
the free-energy density are located at m = ±1 as they should. This kind of calculation can be used as a
check to verify the factors in Eq. (2.49).

The mean-field approximation neglects spin-spin correlations. What does this mean?
The connected correlation function of two spins sk and sl is defined as

〈sksl〉c ≡ 〈sksl〉 − 〈sk〉〈sl〉 = 〈(sk − 〈sk〉)(sl − 〈sl〉)〉 . (2.51)

In the problem with Jij = J , in the absence of an applied field, it is given by

〈sksl〉c =
1

Z
∑

{sn=±1}

sksl e
−βJ

∑
ij(mimj−2simj)

− 1

Z
∑

{sn=±1}

sk e
−βJ

∑
ij(mimj−2simj)

1

Z
∑

{sn=±1}

sl e
−βJ

∑
ij(mimj−2simj) . (2.52)

We could have set all mj to be equal to m here but we keep the generic notation. The
first remark is that the sum over {sn} indicates N sums over the states of each spin.
The sums that are not the ones associated to sk and sl are identical in the numerators
and denominators (Z) and therefore cancel. The factors e−βJ

∑
ij mimj also cancel since

they appear in identical form in numerators and denominators. If the spins k and l are
different, and not close to each other so that no spin is shared by the two terms in the
exponential, the first sum factorises

〈sksl〉c =

∑
sk=±1

sk e
βJ

∑
∂k skmj

∑
sl=±1

sl e
βJ

∑
∂l slmj∑

sk=±1,sl=±1

eβJ
∑
∂k skmj−βJ

∑
∂l slml

−

∑
sk=±1

sk e
βJ

∑
∂k skmj∑

sk=±1

eβJ
∑
∂k skmj

∑
sl=±1

sl e
4βJ

∑
∂l slmj∑

sl=±1

eβJ
∑
∂l slmj

(2.53)

and this result is identical to zero. We thus confirm the absence of correlations within
this approximation.
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Exercise 2.7 Prove that the connected correlation can be evaluated as

〈sksl〉c =
∂2(−βF )

∂(βhi)∂(βhj)
. (2.54)

2.5.2 The “naive” mean-field approximation

Take an Ising model on any lattice or graph. The naive mean-field approximation
consists in assuming that the probability density of the system’s spin configuration can
be written as a product of independent factors [6]

P ({si}) =
N∏
i=1

Pi(si) with Pi(si) =
1 +mi

2
δsi,1 +

1−mi

2
δsi,−1 (2.55)

and mi = 〈 si 〉, where the thermal average has to be interpreted in the restricted sense,
i.e. taken over one ergodic component, in a way that mi 6= 0. Note that one introduces
an order-parameter dependence in the probabilities.

Exercise 2.8 Prove that P is correctly normalised and mi = 〈si〉 where 〈. . . 〉 is now computed with the
weight P . Compute 〈sisj〉 and discuss the result.

The free-energy density

Using this assumption one can compute the total free-energy

F = U − TS (2.56)

where the average is taken with the factorized probability distribution (2.55) and the
entropy S is given by

S = −kB
∑
{si=±1}

P ({si}) lnP ({si}) . (2.57)

The entropy of such Ising spins is

S = −kB
∑
si=±1

N∏
k=1

Pk(sk) ln
N∏
l=1

Pl(sl) = −kB
N∑
l=1

∑
sl=±1

Pl(sl) lnPl(sl)

= −kB
∑
i

(
1 +mi

2
ln

1 +mi

2
+

1−mi

2
ln

1−mi

2

)
. (2.58)

In general one finds the internal energy

U = −
∑
ij

Jij〈sisj〉 −
∑
i

hi〈si〉 = −
∑
ij

Jijmimj −
∑
i

himi . (2.59)

Comparing to the previous derivation
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One can easily show that the two expressions for the configuration probability are
equivalent. In both cases they are factorised in local terms which depend on the pa-
rameters {mi}. A simple calculation, proposed in the following exercise, makes the two
expressions coincide.

Exercise 2.9 Using the mean-field eqs. (2.47), show that (2.45) and (2.55) coincide.

Uniform interactions and fields

One can also use this approximation to treat pure ferromagnetic Ising model, Jij = J .
The internal energy is

U = −J
∑
ij

mimj − h
∑
i

mi . (2.60)

For a uniformly applied magnetic field, hi = h, all local magnetisations equal the total
density one, mi = m, and the “order-parameter dependent” free-energy density reads

f(m) = −1

2
Jzm2 − hm+ kBT

(
1 +m

2
ln

1 +m

2
+

1−m
2

ln
1−m

2

)
(2.61)

with z the coordination of the lattice on which the model is defined (we used
∑
〈ij〉 · =

1
2

∑
i

∑
∂i · = Nz/2 ·). Although this equation looks different from eq. (2.49) it is just a

rewriting of it and it leads to the same extremes, as we show below.

2.5.3 The order parameter equation & mean-field criticality

The equation of state fixes the order parameter, msp, and it is given by the extrema of
f(m), determined6 by df(m)/dm = 0

msp = tanh (βzJmsp + βh) . (2.62)

The stable states are those that also satisfy d2f/dm2|msp > 0. The sub-script sp stands
for saddle-point and we will see the reason for this name later on.

Exercise 2.10 Prove that the equation that fixes the extrema of eq. (2.61) and (2.49) is indeed eq. (2.62).

This equation of state predicts a second order phase transition7 at kBTc = zJ when
h = 0. This transition is seen as the value of the parameters at which the equation passes
from having just one solution at msp = 0 to having three solutions, one still at msp = 0,
and the other two at msp 6= 0, symmetrically placed around 0, always at h = 0. Since

6Note that this approximation amounts to replacing the exact equation mi = 〈tanhβ(hi +
∑
j Jijsj)〉

by mi = tanhβ(hi +
∑
j Jijmj).

7Ehrenfest classified phase transitions based on the lowest derivative of the free energy that is discon-
tinuous. In second order ones, the linear susceptibility of the order parameter diverges, and this can be
calculated as the second derivative of the free-energy with respect to the field χ = ∂2(−βF )/∂(βh)2|h=0,
hence their name.
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the way in which the non-vanishing solutions appear is continuous, the transition is also
called continuous.

The relation kBTc = zJ correctly captures the fact that Tc is proportional to J and
that it depends on the lattice geometry. For a cubic lattice z = 2d, and the dependence
on d is qualitatively correct in the sense that Tc increases with increasing d. However, the
actual value is incorrect in all finite dimensions. In particular, this treatment predicts a
finite Tc in d = 1 which is clearly wrong. The growth of Tc with z for general lattices is
fine.

The equilibrium states are not single configurations but are in almost all cases, en-
sembles of many microscopic configurations with the same global properties. This can be
discussed at sub-critical temperatures. At T = 0, there is only one spin configuration with
m = 1 and another one with m = −1. These are the only cases in which the equilibrium
states are made by a unique microscopic configuration. At T = ε, thermal fluctuations
will at least turn round a single spin and m = 1− 2/N (or m = −1 + 2/N). There are N
such configurations. And so on and so forth.

Having an expression for the free-energy density as a function of the order parameter,
which is determined by eq. (2.62), one can compute all observables and, in particular,
their critical behaviour. Expanding this mean-field equation, at h = 0 and T = Tc = zJ ,
close to msp ' 0 one deduces

msp(kBT − kBTc)βc ∼ −
1

3
m3

sp ⇒ msp ∼
(

1− T

Tc

)1/2

(2.63)

or msp = 0 close to Tc. The msp = 0 solution is the high temperature one, while the other
two are the symmetric low temperature ones (we ignored an irrelevant numerical factor).
The critical exponent is β = 1/2 independently of d. This behaviour is sketched in the
left panel in Fig. 2.5.

Figure 2.5: The magnetisation density, linear susceptibility and heat capacity of the Ising model
in its mean-field approximation.

Let us now consider the solution in the presence of a very weak field and compute the
linear magnetic susceptibility

χ ≡ ∂m
(h)
sp

∂h

∣∣∣∣∣
h∼0

. (2.64)
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Take the variation of the mean-field equation itself to write

∂m
(h)
sp

∂h
=

β

cosh2[β(Jzm
(h)
sp + h)]− βTc

. (2.65)

At zero field, and slightly above the zero field critical temperature, msp = 0, and

χ+ =
β

cosh2[β(Jzmsp)]− βTc
∼ 1

kBT − kBTc
. (2.66)

Still at zero field, and slightly below the zero field critical temperature msp ∼ ±(1 −
T/Tc)

1/2, and is also very small. Taylor expanding cosh2 y ∼ 1 + y2/2,

χ− =
β

cosh2[β(Jzmsp)]− βTc
∼ βc

1 + [βc(Jzmsp)]2/2− βcTc

=
2βc
m2

sp

∝ 1

kBTc − kBT
. (2.67)

Thus, on both sides of the transition χ diverges as |T − Tc|−1 and its critical exponent
γ = 1 also for all d. Note that the prefactors are different. This behaviour is sketched in
the middle panel in Fig. 2.5.

Figure 2.6: Experimental measurement of the order parameter in a magnetic system [22]. The
cubic power of m against temperature, suggests for the exponent β ∼ 1/3, differently from
β = 1/2 in mean-field (the actual value is slightly different from 1/3. Experimental measurement
of the heat capacity in terms of the reduced temperature t ∝ Tc − T to the power −1/8 [23].
The is value is close to the now accepted α ∼ 0.11.

Experiments (and more recently very careful numerical simulations) measured expo-
nents which are not equal to these integer values, see Fig. 2.6, and do depend on d.
Therefore, the mean-field critical behaviour is incorrect in all finite d, with exponents
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that do not depend on dimensionality. The mean-field values are summarised in Tables 1,
and in Table 2 where there are also compared to the analytic ones in d = 2 and numer-
ical estimates in d = 3. Still, the nature of the qualitative paramagnetic-ferromagnetic
transition at h = 0 in d > 1 is correctly captured.

The Taylor expansion of the free-energy in power of m, close to the critical point where
m ∼ 0, yields the familiar cross over from a function with a single minima at m to the
double well form tilted by the external field:

f(m) ∼ −kBT ln 2 +
1

2
(kBT − zJ)m2 +

kBT

12
m4 − hm . (2.68)

Indeed, below kBT = zJ = Tc the sign of the quadratic term becomes negative and the
function develops two minima away from m = 0.

exponent definition conditions mean-field

Specific heat α Cv ∝ |t|−α t→ 0, h = 0 0
Order parameter β m ∝ (−t)β t→ 0−, h = 0 1/2
Susceptibility γ χ ∝ |t|−γ t→ 0, h = 0 1
Critical isotherm δ h ∝ |m|δsign(m) h→ 0, t = 0 3
Correlation length ν ξ ∝ |t|−ν t→ 0, h = 0 1/2
Correlation function η G(r) ∝ |r|−d+2−η r = 0, h = 0 0

Table 1: Definitions of the commonly used critical exponents. m is the scalar order parameter,
e.g. the magnetisation, h is an external field conjugate to the order parameter, e.g. a mag-
netic field, t denotes the distance from the critical point, e.g. |T − Tc|/Tc, and d is the space
dimensionality. The mean-field values are given in the last column.

This form allows one to confirm that continuous phase transitions do not have latent
heat, L = T∆S, since the entropy is continuous,

S = −∂F
∂T

= ln 2 for T → T± , (2.69)

though with a kink at Tc, since the specific heat

C =
∂〈H〉
∂T

= β2∂
2 lnZ
∂T 2

(2.70)

is discontinuous at the transition. Above Tc, the free-energy density is linear in kBT and
the specific heat vanishes. Below Tc and close to the transition it is a quadratic function
of the distance to criticality,

f(msp) = −kBT ln 2 +
1

2
(kBT − kBTc)m2

sp +
kBT

12
m4

sp

∼ −kBT ln 2 + a(kBT − kBTc)2 . (2.71)
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Then
C ∝ β2

c

∂2(T − Tc)2

∂T 2
∝ ct > 0 (2.72)

and the heat capacity jumps discontinuously from zero to a finite value at Tc, see the
third panel in Fig. 2.5.

Exercise 2.11 Plot the full f(m) and the approximate one and discuss the similarities and differences.

Exercise 2.12 Study the small m behaviour of f(m) in eq. (2.49) and compare.

Exercise 2.13 Obtain these and all other mean-field exponents.

Finally, one can study the problem under a finite magnetic field. It is then easy to
see that for all finite temperature and non-zero fields the solution to the equation of
state is different from zero. Its sign depends on the sign of h. At the limits h ± ∞
the magnetisation saturates at m ± 1. Decreasing the field amplitude the magnetisation
amplitude decreases as well. At fixed |h|, the absolute value of the magnetisation, |m|,
continuously decreases with temperature approaching zero at T →∞ only.

One can wonder what happens at fixed temperature if the field is varied from, say,
positive to negative values. At temperatures below the critical one at zero field, when
approaching the zero field limit from above, the magnetisation approaches a non-zero
positive value and then jumps, discontinuously, to a negative non-zero value to keep
increasing, in absolute value, for increasingly negative field.

In practice, if one were to do this experiment and change the field with some finite veloc-
ity protocol, the magnetisation would continue on the initial, say positive, magnetisation
branch even for negative external fields. This is a metastable state which will disappear
at a spinodal point, given by |hs|. The metastable state is a local, but not global, stable
minimum of the free-energy density. The systems leave such metastable states helped by
thermal fluctuations with a nucleation process which we will discuss later. Looping the
external field around its zero value, at fixed temperature below the zero-field Tc, allows
to see hysteresis.

The aim is, finally, to find the way in which the magnetisation vanishes with h right at
the critical temperature at zero field. Going back to the equation of state and expanding
the tanh y to O(y3),

m(h)
sp ∼ βzJm(h)

sp + βh− 1

3
(βzJm(h)

sp + βh)3 ⇒ βh ∼ 1

3
(m(h)

sp + βch)3 (2.73)

at Tc(h = 0). Assuming that m(h)
sp ∼ h1/δ and δ > 1, then the second term in the cubic

power is negligible with respect to the first one, and

m(h)
sp ∼ (3βc h)1/3 ∼ h1/3 (2.74)

consistently with the assumption made.
The evolution of the free-energy density with the field is sketched in Fig. 2.7. The right

panel shows the experimental measurement of hysteresis loops.
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Figure 2.7: (a) The order parameter dependence of the free-energy density for different values
of an external magnetic field h going from h > 0 to h < 0. (b) Several hysteresis loops. Image
taken from [21].

2.5.4 Range of validity

The structure of the phase diagram followed from some fairly basic properties of the
Taylor expansion of the free energy and the equation for the order parameter and can be
expected to be correct in many respects but wrong in others.

The validity of mean field theory depends strongly on the spatial dimension d:

• In d = 1 mean field theory fails since there is no phase transition at non zero Tc
while it predicts one. dl = 1 for this model.
• In d = 2 and d = 3 the basic structure of the phase diagram is correct, but the

critical behaviour is wrong, in the sense that the exponents do not take the correct
values.
• In d > 4 = du, the upper critical dimension, mean field theory gives the right

exponents.

The range of correctness of this approach also depends on the dimension of the order
parameter (n), which plays a role in the value taken by the lower critical dimension, at
and below which mean-field theory totally fails.

2.5.5 The fully-connected Curie Weiss p-spin model

A set of models for which the mean-field approximation is exact are those defined on a
the complete graph, also called fully-connected. We discuss here the generic p-spin model
and we later specialise to the ferromagnetic class.
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Naive mean-field

Using the factorization of the joint probability density that defines the mean-field
approximation, we have already found

F ({mi}) = −
∑

i1 6=···6=ip

Ji1...ipmi1 . . .mip −
∑
i

himi

+kBT
N∑
i=1

(
1 +mi

2
ln

1 +mi

2
+

1−mi

2
ln

1−mi

2

)
(2.75)

where in the first sum we wrote explicitly that there are no self interactions. Recall that
a Taylor expansion of the entropic contribution around mi = 0 leads to a polynomial ex-
pression that is the starting point in the Landau theory of second order phase transitions.

The local magnetizations, mi, are then determined by requiring that they minimize
the free-energy density and a positive definite Hessian,

∂f({mj})
∂mi

= 0
∂2f({mj})
∂mi∂mj

(2.76)

(i.e. with all eigenvalues being positive at the extremal value). The first equation yields

mi = tanh

pβ ∑
i2 6=···6=ip

Jii2...ipmi2 . . .mip + βhi

 . (2.77)

If Ji1...ip = J/(p!Np−1) for all p uplets and the applied field is uniform, hi = h, one can
take mi = m for all i and these expressions become (2.79) and (2.82) below, respectively.
(Note that a factor p! has been added to the denominator in order to normalise the
interactions in such a way that each p-uplet is counted only once in the sum. This is
especially useful if one wants to study the p → ∞ limit.) The mean-field approximation
is exact for the fully-connected pure Ising ferromagnet, as we shall show below. [Note that
the fully-connected limit of the model with pair interactions (p = 2) is correctly attained
by taking J → J/(2N) and z = 2d→ N in (2.62) leading to Tc = J .]

Exact solution

Let us solve the ferromagnetic model exactly. The sum over spin configurations in the
partition function can be traded for a sum over the variable, x = N−1

∑N
i=1 si, that takes

values x = −1,−1 + 2/N,−1 + 4/N, . . . , 1 − 4/N, 1 − 2/N, 1. Neglecting subdominant
terms in N , one then writes

Z =
∑
x

e−Nβf(x) (2.78)

with the x-parameter dependent ‘free-energy density’

f(x) = − J
p!
xp − hx+ kBT

(
1 + x

2
ln

1 + x

2
+

1− x
2

ln
1− x

2

)
. (2.79)
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The first two terms are the energetic contribution while the third one is of entropic origin
since N !/(N(1 + x)/2)!(N(1 − x)/2)! spin configurations have the same magnetization
density. The average of the parameter x is simply the averaged magnetization density:

〈x 〉 =
1

N

N∑
i=1

〈 si 〉 = m . (2.80)

Exercise 2.14 Prove this statement.

In the large N limit, the partition function – and all averages of x – can be evaluated
in the saddle-point approximation

Z ≈
∑
α

e−Nβf(xαsp) , (2.81)

where xαsp are the absolute minima of f(x) given by the solutions to ∂f(x)/∂x|xsp = 0,

xsp = tanh

(
βJ

(p− 1)!
xp−1

sp + βh

)
, (2.82)

together with the conditions d2f(x)/dx2|xαsp > 0. Note that the contributing saddle-points
should be degenerate, i.e. have the same f(xαsp) for all α, otherwise their contribution is
exponentially suppressed. The sum over α then just provides a numerical factor of two
in the case h = 0. Now, since

xsp = −∂f(x)/∂h|xsp = 〈x 〉 = m , (2.83)

as we shall show in Eq. (2.84), the solutions to the saddle-point equations determine the
order parameter. We shall next describe the phases and phase transition qualitatively
and we will later justify this description analytically.

Model in a finite field

In a finite magnetic field, eq. (2.82) has a unique positive – negative – solution for
positive – negative – h at all temperatures. The model is ferromagnetic at all temperatures
and there is no phase transition in this parameter.

2nd order transition for p = 2

In the absence of a magnetic field this model has a paramagnetic-ferromagnetic phase
transition at a finite Tc. The order of the phase transition depends on the value of p. This
can be seen from the temperature dependence of the free-energy density (2.79). Figure 2.8
displays f(x) in the absence of a magnetic field at three values of T for the p = 2 (left),
p = 3 (center) and p = 4 (right) models (we call the independent variable m since the
stationary points of f(x) are located at the magnetisation density of the equilibrium and
metastable states, as we shall show below). At high temperature the unique minimum is
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Figure 2.8: The free-energy density f(m) of the p = 2 (left), p = 3 (center) and p = 4 (right)
models at three values of the temperature T < Tc (light dashed line), T = Tc (dark dashed line)
and T > Tc (solid line) and with no applied field. (The curves have been translated vertically.)

m = 0 in all cases. For p = 2, when one reaches Tc, the m = 0 minimum splits in two that
slowly separate and move towards higher values of |m| when T decreases until reaching
|m| = 1 at T = 0 (see Fig. 2.8-left). The transition occurs at Tc = J as can be easily
seen from a graphical solution to eq. (2.82), see Fig. 2.9-left. Close but below Tc, the
magnetisation increases as m ∼ (Tc − T )1/2. The linear magnetic susceptibility has the
usual Curie behaviour at very high temperature, χ ≈ β, and it diverges as χ ∼ |T −Tc|−1

on both sides of the critical point. The order parameter is continuous at Tc and the
transition is of second-order thermodynamically.

1st order transition for p > 2

For p > 2 the situation changes. For even values of p, at T ∗ two minima (and two
maxima) at |m| 6= 0 appear. These coexist as metastable states with the stable minimum
at m = 0 until a temperature Tc at which the three free-energy densities coincide, see
Fig. 2.8-right. Below Tc the m = 0 minimum continues to exist but the |m| 6= 0 ones are
favoured since they have a lower free-energy density. For odd values of p the free-energy
density is not symmetric with respect to m = 0. A single minimum at m∗ > 0 appears at
T ∗ and at Tc it reaches the free-energy density of the paramagnetic one, f(m∗) = f(0),
see Fig. 2.8-center. Below Tc the equilibrium state is the ferromagnetic minimum. For
all p > 2 the order parameter is discontinuous at Tc, it jumps from zero at T+

c to a finite
value at T−c . The linear magnetic susceptibility also jumps at Tc. While it equals β on
the paramagnetic side, it takes a finite value given by eq. (2.85) evaluated at m∗ on the
ferromagnetic one. In consequence, the transition is of first-order.

Pinning field, broken ergodicity and spontaneous broken symmetry

The saddle-point equation (2.82) for p = 2 [or the mean-field equation (2.62)] admits
two equivalent solutions in no field. What do they correspond to? They are the magneti-
sation density of the equilibrium ferromagnetic states with positive and negative value.
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Figure 2.9: Graphical solution to the equation fixing the order parameter x for p = 2 (left),
p = 3 (center) and p = 4 (right) ferromagnetic models at three values of the temperature T < T ∗,
T = T ∗ and T > T ∗ and with no applied field. The curves represent the sigmoid function on
one side of the equation to be solved. Note that the rhs of this equation is antisymmetric with
respect to m→ −m for odd values of p while it is symmetric under the same transformation for
even values of p. We show the positive quadrant only to enlarge the figure. T ∗ is the temperature
at which a second minimum appears in the cases p = 3 and p = 4.

At T < Tc if one computes m = N−1
∑N

i=1〈 si 〉 =
∑

x e
−βNf(x)x summing over the two

minima of the free-energy density one finds m = 0 as expected by symmetry. Instead,
if one computes the averaged magnetisation density with the partition sum restricted to
the configurations with positive (or negative) x one finds m = |msp| (or m = −|msp|).

In practice, the restricted sum is performed by applying a small magnetic field, com-
puting the statistical properties in the N → ∞ limit, and then setting the field to zero.
In other words,

m± ≡
1

N

N∑
i=1

〈 si 〉± =

(
1

βN

∂ lnZ
∂h

)∣∣∣∣
h→0±

= − ∂f(xsp)

∂h

∣∣∣∣
h→0±

= ±|xsp| . (2.84)

By taking the N →∞ limit in a field one selects the positive (or negatively) magnetised
states.

For all odd values of p the phase transition is not associated to symmetry breaking, since
there is only one non-degenerate minimum of the free-energy density that corresponds to
the equilibrium state at low temperature. The application of a pinning field is then
superfluous.

For any even value of p and at all temperatures the free-energy density in the absence of
the field is symmetric with respect to m→ −m , see the left and right panels in Fig. 2.8.
The phase transition corresponds to a spontaneous symmetry breaking between the states
of positive and negative magnetisation. One can determine the one that is chosen when
going through Tc either by applying a small pinning field that is taken to zero only after
the thermodynamic limit, or by imposing adequate boundary conditions. Once a system
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sets into one of the equilibrium states this is completely stable in the N → ∞ limit. In
pure static terms this means that one can separate the sum over all spin configurations into
independent sums over different sectors of phase space that correspond to each equilibrium
state. In dynamic terms it means that temporal and statistical averages (taken over all
configurations) in an infinite system do not coincide.

The magnetic linear susceptibility for generic p is given by

χ ≡ ∂m

∂h

∣∣∣∣
h→0±

=
∂xsp

∂h

∣∣∣∣
h→0±

=
β

cosh2( βJ
(p−1)!

xp−1
sp )− βJ

(p−2)!
xp−2

sp

. (2.85)

For p = 2, at T > Tc, xsp = 0 the susceptibility is given by (T−J)−1 predicting the second
order phase transition with a divergent susceptibility at Tc = J . Approaching Tc from
below the two magnetized states have the same divergent susceptibility, χ ∼ (Tc − T )−1.

For p > 2, at T > Tc, xsp = 0 and the susceptibility takes the Curie form χ = β. The
Curie law, χ = β, jumps to a different value at the critical temperature due to the fact
that xsp jumps.

Figure 2.10: Evidence for a thermal first order phase transition in SrFe2As2 at Tc = 205K.
Temperature dependence of the lattice distortion and the magnetisation normalised to their
saturation values at low T . Magnetic susceptibility and specific heat near the transition. Figures
from [24].

2.5.6 The Bethe-Peierls or cavity method

Recursive structures like the Cayley tree and the Bethe lattice [11] provide a pedagog-
ical environment for the study of physical problems; in this setting the models can be
treated with a direct analytic approach without resorting to approximate methods.

A Cayley tree is a tree in which each non-leaf graph vertex has a constant number
of branches c. An example with connectivity c = 3 is shown in Fig. 2.11 and one with
connectivity c = 2 in Fig. 2.12. The Bethe lattice is an infinite Cayley tree. It is therefore
a connected dendritic structure with constant coordination, c, and no loops.
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ij

k

l

Figure 2.11: A Cayley tree with c = 3. Three branches span from the central site. The outbound
sites are the leafs.

A Cayley tree is recursively constructed as follows. A central, seed or root site (i
in Fig. 2.11) is placed and it is the zeroth generation of the lattice. c sites which are
first neighbours of the seed site constitute the first generation of the lattice. Each first-
generation site also has c nearest neighbours: one already present in the zeroth generation
and c− 1 new sites added in the second generation. The nth generation of sites consists
of the c − 1 new sites neighbouring to the c (n − 1)-generation sites. There are thus
c(c − 1)n−1 sites in the n-th generation. This can checked in the example in Fig. 2.11
focusing on the first n = 1 generation (site j and similar) for which the formula yields
c = 3, which is correct. Another particular case is the second n = 2 generation for which
the formula yields c(c− 1) = 6, as also verified in the figure.

The number of sites accessible in n steps from a given site increases exponentially with
n, much faster than the power nd of a d-dimensional lattice. Thus, the Bethe lattice is
often considered to represent a sort of d→∞ limit. They provide a setting in which the
geometrical properties of space lose importance and mean-field treatments can become
exact.

The number of sites, N , and the number of sites on the surface, Ns, in a tree with n
generations are

N = 1 + c+ c(c− 1) + · · ·+ c(c− 1)n−1 = 1 + c
(c− 1)n − 1

c− 2
=
c(c− 1)n − 2

c− 2
,

Ns = c(c− 1)n−1 ,

(2.86)
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so, for large n,

lim
n�1

Ns

N
=
c− 2

c− 1
. (2.87)

On the Cayley tree, the surface contains a finite fraction of its total number of sites as
long as c > 2. In a finite dimensional lattice, on the contrary, the surface to volume ratio
is Ns/N → N−1/d → 0. This is also the case in the one dimensional lattice, see Fig. 2.12
which is also a Cayley tree with c = 2.

Having a recursive spatial structure allows one to build recursive relations for the
partition functions and then derive exact solutions. For instance, Domb showed that the
Bethe-Peierls (BP) approximation to the nearest-neighbour (NN) ferromagnetic (FM)
Ising problem is exact on this structure [25, 2].

A modern presentation of the procedure goes as follow [26, 27]. First, one defines

• ∂j as the set of vertices adjacent to j, that is to say, those sites which are connected
to j.

• ∂j \ i for those vertices linked to j but distinct from i.

and then

• Zj→i(sj), the partial partition function for the sub-tree rooted at j, excluding the
branch directed towards i, with a fixed value of the spin variable on the site j, that
is taken to be sj.

• Zj(sj), the partition function of the whole tree, also keeping the value of the spin
variable on the site j fixed to sj.

The meaning of ∂j and ∂j \ i in a one dimensional lattice (c = 2) is displayed in Fig. 2.12.
For a generic tree structure (not necessarily with fixed connectivity) and a model with

nearest-neighbour two body interactions. the recursion rules are

Zj→i(sj) = eβhjsj
∏
k∈∂j\i

∑
{sk=±1}

Zk→j(sk) eβJjksjsk ,

Zj(sj) = eβhsj
∏
l∈∂j

∑
{sl=±1}

Zl→j(sl) eβJjlsjsl .
(2.88)

It is useful to normalise these quantities, ηj→i(sj) ≡ Zj→i(sj)/
∑
{s′=±1}Zj→i(s′) and

ηj(sj) ≡ Zi(sj)/
∑
{s′=±1}Zi(s′), and re-write the recursion equations as

ηj→i(sj) =
1

zj→i
eβhsj

∏
k∈∂j\i

∑
{sk=±1}

ηk→j(sk) e
βJjksjsk ,

ηj(sj) =
1

zj
eβhsj

∏
l∈∂j

∑
{sl=±1}

ηl→j(sl) e
βJjlsjsl ,

(2.89)
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ijk

Figure 2.12: A one dimensional lattice or a Cayley tree with c = 2. The sketch in the figure
does not connect site j to site i and the boundary of j excluding i, ∂j \ i is just k. Instead,
the full boundary ∂j in the complete lattice in which the link between j and i is also present,
consists of the sites k and i. (Note that we are changing notation with respect to [27], the i and
j.

where zj→i and zi are normalization constants. These ηs can now be interpreted as
probability laws for the random variable si.

On a given tree the recursion equations (2.89) for all directed edges of the graph have
a single solution, easily found by propagating the recursion from the leaves of the graph.
Moreover, ηi(si) is the marginal probability of the full Gibbs-Boltzmann distribution
P ({si}) and with it one can compute, for example, the average magnetization 〈si〉.

For constant couplings Jij = J and magnetic fields hi = h, and on the Bethe lattice,
where all vertices have the same connectivity c, the probabilities ηj→i should be transla-
tional invariant and do not depend on the sites j and i. Calling ηcav their common value,
and replacing in eqs. (2.89):

ηcav(s) =
1

zcav

eβhs
∑

s1,...,sc−1

ηcav(s1) . . . ηcav(sc−1) eβJs(s1+···+sc−1) ,

η(s) =
1

z
eβhs

∑
s1,...,sc

ηcav(s1) . . . ηcav(sc) e
βJs(s1+···+sc) ,

(2.90)

with new normalisation constants z and zcav. The term cavity comes from the fact that
one site has been removed from the neighbourhood of the considered vertex.

The Ising variable s can only take two values and, therefore, each of the probability
distributions ηcav and η can be parametrised by a single real number, a cavity or effective
magnetic field,

ηcav(s) =
eβhcavs

2 cosh(βhcav)
, η(s) =

eβheffs

2 cosh(βheff)
, (2.91)

solutions of
hcav = h+

c− 1

β
arctanh[tanh(βJ) tanh(βhcav)] ,

heff = h+
c

β
arctanh[tanh(βJ) tanh(βhcav)] .

(2.92)

thus making the resolution of (2.90) extremely simple.

35



2.5 Mean field theory 2 PHASE TRANSITIONS

At zero external field h = 0, there is a phase transition at β = βc, separating a high
temperature paramagnetic phase (hcav = heff = 0) from a low temperature ferromagnetic
phase (hcav, heff 6= 0). The critical temperature is easily obtained linearising the equation
for hcav around hcav = 0 and is the solution of (c− 1) tanh(βcJ) = 1.

It is worth noting that the spin-spin correlation function can be explicitly calculated.
It is given in the paramagnetic phase by Cij = 〈sisj〉 = [tanh(βJ)]d(i,j), where d(i, j)
is the distance between sites i and j, defined as the length of the shortest path con-
necting sites i and j. The associated correlation length, ξ = − ln tanh(βJ), is finite at
the transition point β = βc. Nevertheless, the associated magnetic linear susceptibility
χ = N−1

∑
i d〈si〉/dh|h=0 diverges. This can be shown using the fluctuation-dissipation

theorem, χ = βN−1
∑

ij Cij = β
∑∞

d=0NdCd, where Nd is the number of points at distance
d from a given reference point and scales as (c − 1)d for large d. Therefore, if Cd decays
slower than (c − 1)−d, the corresponding susceptibility is divergent. Phase transitions
on Bethe lattices are special since they have diverging susceptibilities and finite correla-
tions lengths. For finite dimensional lattices, Nd grows as a power of d, and one needs a
diverging correlation length to obtain a diverging susceptibility.

2.5.7 First hints on universality

The phase diagram of the Ising model in d ≥ 2 shows great similarity with the one of
the liquid-gas transition, if one identifies T ⇔ T and h⇔ P . In both cases there is a line
of first order phase transitions which ends at a critical point, Fig. 2.13. In the particle
problem, an appropriate treatment with, e.g., the van der Waals equation, shows that
going across the transition curve at constant pressure, the volume V of the liquid/gas
jumps discontinuously, and its density behaves and the one of the magnetisation in the
Ising model, when crossing the zero field line below Tc.

Figure 2.13: The magnetic phase diagram and the pressure-temperature phase diagram for the
liquid-gas transition in d ≥ 2.

The connection between the two problem can be made explicit with the mapping from
Ising to occupation variables, si = 2ni − 1, with ni = 0, 1, and the creation of a lattice
gas model.
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2.6 Ginzburg-Landau field theory

Landau proposed an extension of Weiss mean-field theory for ferromagnets (Sect. 2.5.5)
that has a much wider range of applicability, includes space, and allows to predict when
it applies and when it fails with the application of the Ginzburg criterium. Not only that,
it also yields critical exponents which depends on the spatial dimension.

2.6.1 The Landau scheme

In a few words, in Landau theory one first identifies the order parameter for the phase
transition, that is to say, a quantity with zero average in the disordered phase and non-
zero average on the ordered side. Next, one proposes a field theory for a coarse-grained
field that represents the averaged relevant variable – giving rise to the order parameter –
over a mesoscopic scale ` that is, by definition, much larger than the interatomic distance
a, ` � a, and much shorter than the system size, L � `. In the case of an Ising spin
system, the field in each coarse-graining volume v = `d is defined as

φ(~x) ≡ 1

`d

∑
j∈v~x

sj , (2.93)

see Fig. 2.14, where ~x is the center of the coarse-graining volume v~x. The field φ is a
discrete variable taking real values in [−1, 1], by steps ∝ `−d, which in the limit ` � a
approaches a continuous limit. One can construct a field φ that takes a different value
per lattice site (using overlapping coarse-graining volumes) in which case the coordinates
of the space variable ~x vary by steps of a, the lattice spacing. Instead, one can use non-
overlapping coarse-graining volumes in which case the coordinates of the space variable ~x
vary by steps of `, the coarse-graining linear size. This is the case shown in Fig. 2.14.

The next step consists in constructing (or proposing) an effective free-energy of the
interacting system. One can proceed as for the fully-connected Ising model, where we
transformed the sum over the N spin variables into a sum over possible values of an
auxiliary variable (which at the saddle-point level becomes the averaged magnetisation)
taking into account the associated degeneracy (entropy). In this vein

Z =
∑
{si=±}

e−βH({si}) =
∑
α

e−βHα({si}) =

∫
Dφ

∑
α/φ

e−βHα({si}) . (2.94)

The first sum is the partition function definition. The second one runs over all microscopic
spin configurations, the microstates which we labeled α. The third constrained sum runs
over all microstates which are compatible with a certain field value φ. The integral is a
functional integral over all possible realisations of the field:

Dφ =
∏
~x

dφ(~x) . (2.95)
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Figure 2.14: Coarse-graining of a square lattice model. In this representation we placed the
spins at the centres of the white boxes delimited by the red squares. The black boxes are then
the regions over which the spins are averaged to calculate the scalar field. The positions at which
the scalar fields are evaluated are the centers of the black boxes, represented by the green dots.

In other words, all values that the field can take at each point in space (it is easier to
think about the product as discrete one though in the end we work in continuous space).
The factor

∑
α/φ e

−βHα({si}) is a positive definite function of φ. We can then define a
free-energy at fixed field, F (φ), using

e−βF (φ) ≡
∑
α/φ

e−βHα({si}) (2.96)

where
F (φ) = −kBT ln

∑
α/φ

e−βHα({si}) . (2.97)

The partition function (2.94) becomes

Z =

∫
Dφ e−βF (φ) (2.98)

and we now have a statistical field theory which is described by a functional F (φ) that
plays the rôle of a generalised Hamiltonian.

In general, we do not know how to compute F (φ). Landau’s proposal is to expand F (φ)

in powers of φ and its gradients ~∇φ and then determine, depending on the problem at
hand, which terms vanish and which among the non-vanishing ones are the most relevant.
The first question is answered using symmetry arguments. Let us illustrate the argument
in the magnetic problem modelled by the Ising model.

• The Hamiltonian under no applied field is invariant under simultaneous reversal of
all spins si → −si. The free-energy F (φ) should then be such that F (φ) = F (−φ).

• The Hamiltonian is local, in the sense of having only nearest-neighbour interactions.
Correlations can only be built through intermediate spins. The same should be true
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of the field φ(~x). In consequence, the free-energy should be local

F (φ) =

∫
ddx f [φ(~x)] (2.99)

with f [φ(~x)] a local function of the field and its spatial derivatives. These gradient
terms control how the field at one point affects the field at a neighbouring point.

• The original lattice has a discrete translation symmetry. For certain lattices (e.g.
a square one) there can also be discrete rotation symmetries. At distances much
larger than the lattice scale, where the field theory applies, both these symmetries
should be preserved.

• One further assumes that the free energy density is an analytic function of φ(~x) and
its derivatives, and Taylor expands it, for small fields and close to Tc, where the
order parameter vanishes for a second order phase transition.

• As already said, the expansion is expected to be valid close to Tc where 〈φ 〉 ∼ 0
and then φ ∼ 0 too (if ` is sufficiently large to avoid large local fluctuations). In
this case, one keeps only the first terms in the power expansion.

• One restricts attention to situations where φ(~x) varies rather slowly in space, that
it varies appreciably only over distances that are much larger than the distance
between boxes. This means that we can also consider a gradient expansion of f [φ(~x)].
The terms with high order derivatives, c′(∇2φ)2, should then be negligible with
respect to the first one, c∇2φ. Indeed, writing φ(~x) using a Fourier expansion

φ(~x) =
∑
~q

ei~q~xφ(~q) (2.100)

where the sum runs over wave-vectors that satisfy q � `−1 due to the cut-off intro-
duced by the size of the coarse-graining box (we are here considering non-overlapping
boxes, otherwise the condition is q � a−1). Since (c′/c)1/2 is usually of the order of
the microscopic interactions, c′/c� `2, for each q such that q � `−1 one has

c′q4|φ(~q)|2 � cq2|φ(~q)|2 . (2.101)

Based on the arguments itemised above, for a second order phase transition in the Ising
universality class, the Landau free-energy reads

F (φ) =

∫
ddx

[
c

2
(∇φ(~x))2 +

λ

4
φ4(~x) +

a

2

T − Tc
Tc

φ2(~x)

]
. (2.102)

The coefficients are hard to compute from first principles and one just uses an intuitive
reasoning to fix them. More precisely, the coefficients are chosen in such a way to repro-
duce the continuous transition when going through Tc. The first term mimics an elastic
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energy related to the ferromagnetic interactions and the condition is c > 0. It is clear
that it contributes only when the field φ varies in space, that is, mostly where there are
domain walls or interfaces. The second term can also be estimated as an expansion, up
to fourth order, of the entropic contribution in powers of T − Tc that is expected to be
valid only close to Tc. The entropic contribution in the fully connected Curie-Weiss model
with p = 2, see eq. (2.79) combined with the energetic term proportional to J (that is
equal to Tc for p = 2) leads to exactly this expansion. The prefactor a/2 can be added
for convenience, to arrange the dimensions of the constants so that

[c][φ2]

[x2]
= [a][φ2] = [λ][φ4] . (2.103)

Note that this ‘order-parameter dependent’ free-energy is not quadratic, and hence non-
trivial, due to the term φ4. The averages can be computed by introducing an applied field
and adding the following source term to the free-energy,

−
∫
ddx h(~x)φ(~x) , (2.104)

and taking the corresponding functional derivatives. The actual values of the parameters
in the expansion of the free-energy are not known in general. They are determined by
comparison to experiments or from first-principle computations.

The saddle-point equation

If one realises that the free-energy in the exponential is proportional to the volume of
the system, the integral over all φ configurations in the partition function can be evaluated
with a saddle-point approximation (expected to be accurate in the limit V → ∞). This
evaluation is what is usually called the Landau approximation ormean-field approximation.
Let us call φsp(~x) the value of the field that renders the exponent minimum, i.e. the state of
the system. Since the elastic term is positive definite, it is simply minimised by a constant
field configuration, φsp(~x) = φsp. The parameter dependence of φsp is next determined by
by the requirement that the ‘potential energy’ contribution V (φ) = λ

4
φ4 + a

2
(T−Tc)
Tc

φ2 be
minimised (we set h = 0). For the λφ4 scalar field theory one finds

λφ3
sp + a

T − Tc
Tc

φsp = 0 (2.105)

with solutions φsp = 0 (the symmetric or disordered phase) and

φsp = ±
√
a

λ

Tc − T
Tc

β = 1/2 . (2.106)

Finally, at this ‘zero-th’ order level, the partition function is

Z ∼ e−βF (φsp) = e−βL
dv(φsp) (2.107)
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with

V (φsp) = Ldv(φsp) = Ld
[
λ

4
φ4

sp +
a

2

T − Tc
Tc

φ2
sp

]
= −Ld a

2

4λ

(
Tc − T
Tc

)2

. (2.108)

Next we will evaluate the effect of the Gaussian fluctuations and how they can limit the
validity of this simple treatment.

The domain walls

The effective free-energy formalism we have just developed includes information about
the spatial variation of the order parameter as well. Since there are two degenerate low
states below the critical temperature, one can have low lying excitations with domain
walls between large spatial regions dominated by one and the other of these.

Imagine there is half space with one equilibrium state and the other half with the
other, in a system with open boundary conditions, and that the spatial direction along
which the field changes is x. Such a configuration is represented by a field that varies
from φ(−L) = −φsp to φ(L) = φsp, where we simplified the notation and we focused on
the spatial direction of change, without writing the field dependence on the other ones.
Presumably, the variation is continuous and somehow smooth.

The saddle-point equations that keep a possible space variation of the field differs from
eq. (2.105) only by the presence of a gradient term:

c
d2φ(x)

dx2
− λφ3(x)− a T − Tc

Tc
φ(x) = 0 (2.109)

and the solution is
φ(x) = φsp tanh

(
x− xdw

W

)
, (2.110)

where φsp is given in eq. (2.106), xdw is the position of the domain wall and W its width,
fully determined by the field theory parameters,

W =

√
c

a

Tc
Tc − T

. (2.111)

These expressions have the following properties.

– The position of the domain wall is not fixed and it can be anywhere in the sample
(recall Peierls argument).

– The approach to the asymptotic values is exponential: the order parameter relaxes
exponentially quickly back to the ground state values φsp.

– At T = 0 the width W is only determined by the square root of the ratio between
the elasticity coefficient c and a, which has dimensions of length as it should, and
the larger its value the harder it is to make sharp walls.
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– at T → Tc the width diverges, giving a hint that something different happens at Tc
with, actually, a proliferation of interfaces.

– The width of the domain wall is related to the correlation length, ξ, which we will
define and calculate below.

Substituting the expression (2.110) in the free-energy one obtains the cost of a domain
wall. A simple evaluation proves that the cost of a domain wall is not proportional to the
volume of the system, but to the area of the domain wall. More precisely, in a system
with linear size L, the free energy of the ground state scales as Ld while the additional
free energy required by the wall scales only as Ld−1:

∆F = Fdw − Fsp ∼ Ld−1

√
c

aλ4

(
1− T

Tc

)3

. (2.112)

We note that the excess free-energy due to the presence of the domain vanishes at the
transition. The free-energy per unit area is call the surface tension. This result, together
with the fact that the domain walls gets thicker and thicker as one approaches the critical
point, indicates that large order-parameter fluctuations emerge near the critical point.

This configurations are usually called topological solutions. They are determined by
the boundary conditions (we imposed different constant saddle points at the ends of the
system) and their energy is concentrated in a finite region of space, where the field changes.

Exercise 2.15 Write the saddle-point equation in the form φ̈(x) = V ′(φ) with the double dot representing
double space derivation, φ̈(x) = d2φ(x)/dx2. Interpret x as time, and φ as the position of a particle.
Solve now the differential equation as a mechanical problem problem in an inverted potential from the
one in the Landau theory. Hint: use energy conservation and fix the energy of the particle using the
boundary conditions φ(x)→ ±φsp at x→∞. Find in this way the domain wall configuration (2.110).

2.6.2 The spatial correlation function

The essential ingredient of the Landau-Ginzburg theory which was lacking in the earlier
approach is the existence of spatial structure and correlations. The connected correlation
function (or cumulant) measures the spatial extent over which a local fluctuation will
influence another one. It is defined as

Cconn(~x, ~y) ≡ 〈(φ(~x)− 〈φ〉)(φ(~y)− 〈φ〉)〉 = 〈φ(~x)φ(~y)〉 − 〈φ〉2 = C(r) . (2.113)

In statistically homogeneous systems as the ones we are treating here, without C(~x, ~y) is
an isotropic and translational invariant correlation, depends only |~x − ~y| = |~r| = r and
can be computed within the same Landau theory.

Going back to the definition of the averages using the partition function,

Cconn(~x, ~y) =
1

β2

δ2 lnZh(φ)

δh(~x)δh(~y)
. (2.114)
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where
lnZh = ln

∫
Dφ e−βF (φ) eβ

∫
ddxh(~x)φ(~x)

∣∣∣∣
h=0

, (2.115)

with F (φ) the Landau free-energy functional in eq. (2.102) and the source term in eq. (2.104)
having been added.

If one works close to the phase transition, the averaged field is close to zero and one
neglects, for this calculation, the quartic term in F . The total free-energy is, then, a
simpler quadratic functional of φ.

The only difficulty to calculate the functional sum over the field configurations is posed
by the gradient term. To deal with it, one Fourier transforms the fields,

φ(~k) =

∫
ddx ei

~k·~x φ(~x) (2.116)

where, to make the notation simpler, we do not add a tilde to the wave-vector dependent,
Fourier transformed, field. Since the scalar field φ(~x) is real, the field φ(~k) is complex,
with φ(−~k) = φ∗(~k), so there is no doubling of degrees of freedom.

After some straightforward manipulations,

Fh(φ) =

∫
ddk

(2π)d

[
c

2
k2φ(~k)φ(−~k) +

a

2

T − Tc
Tc

φ(~k)φ(−~k)− h(~k)φ(−~k)

]
=

∫
ddk

(2π)d

[
c

2
k2|φ(~k)|2 +

a

2

T − Tc
Tc
|φ(~k)|2 − h(~k)φ∗(~k)

]
(2.117)

and the function integral Dφ(~x) =
∏

~x dφ(~x) is transformed into another one over the
complex functions φ(~k),

Dφ(~k) =
∏′

~k

dφ(~k)dφ∗(~k) , (2.118)

where the prime indicates that φ(~k) and φ∗(~k) are related via φ(−~k) = φ∗(~k).
In order to separate the φ dependence from the h one, it is convenient to redefine the

fields with a translation

ϕ(~k) ≡ φ(~k)− h(~k)

ck2 + a(T − Tc)/Tc
. (2.119)

The Landau free-energy becomes

Fh(ϕ) =

∫
ddk

(2π)d

[
c

2
k2|ϕ(~k)|2 +

a

2

T − Tc
Tc
|ϕ(~k)|2 − 1

2

|h(~k)|2

ck2 + a(T − Tc)/Tc

]
(2.120)

and the partition function is

Zh =

∫
Dϕ e−βFh(ϕ) = A exp

[
β

2

∫
ddk

(2π)d
|h(~k)|2

ck2 + a(T − Tc)/Tc

]
(2.121)
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where A is a Gaussian integral which does not depend on the source h and will not con-
tribute to the variations in eq. (2.114). By reverting the Fourier transform, this expression
can be rewritten as

Zh = A exp

[
β

2

∫
dd~xdd~y h(~x)G(~x− ~y)h(~y)

]
(2.122)

with

G(~x− ~y) =

∫
ddk

(2π)d
e−i

~k·~x

ck2 + a(T − Tc)/Tc
=

1

c

∫
ddk

(2π)d
e−i

~k·~x

k2 + ξ−2
(2.123)

with the correlation length

ξ−2 ≡ a

c

(T − Tc)
Tc

. (2.124)

Now, the direct calculation of the variations with respect to h(~x) and h(~y) yields

Cconn(~x, ~y) = kBT G(~x− ~y) . (2.125)

The calculation of the integral over Fourier modes proceeds with a trick:

1

k2 + ξ−2
=

∫ ∞
0

du e−u(k2+ξ−2) . (2.126)

Thus,

G(~x− ~y) =
1

c

∫
ddk

(2π)d
e−i

~k·~x
∫ ∞

0

du e−u(k2+ξ−2)

=
1

c

∫ ∞
0

du e−r
2/(4u) e−u/ξ

2

∫
ddk

(2π)d
e−u(~k+i~x/(2u))2

∝ 1

c

∫ ∞
0

du u−d/2 e−r
2/(4u) e−u/ξ

2

(2.127)

with r = |~x|. The last integral to be performed can be put in the form of a Bessel function.
More practically, one can estimate its long r behaviour by using a saddle-point evaluation,

I =

∫ ∞
0

du u−d/2 e−r
2/(4u) e−u/ξ

2

=

∫ ∞
0

du e−r
2/(4u)−u/ξ2−(d/2) lnu =

∫ ∞
0

du e−S(u) (2.128)

with S(u) = r2/(4u) + u/ξ2 + (d/2) lnu and

I ∼ e−S(usp) (S ′′(usp))
−1/2

= e−S(usp)− 1
2

lnS′′(usp) . (2.129)

The saddle point equation is

S ′(usp) = − r4

4u2
sp

+
1

ξ2
+
d

2

1

usp

= 0 (2.130)

44



2.6 Ginzburg-Landau field theory 2 PHASE TRANSITIONS

and its relevant solution

usp =
ξ2

2

(
−d

2
+

√
d2

4
+
r2

ξ2

)
. (2.131)

The second derivative of S which determines the stability of the saddle point and the
Gaussian corrections is

S ′′(u) =
r2

2u3
− d

2u2
. (2.132)

One can now distinguish two limits:

• For r � ξ, usp ∼ rξ/2, S(usp) ∼ −r/ξ, S ′′(usp) ∼ 4/rξ3 and

G(r) ∼ e−r/ξ (2.133)

where we just kept the leading exponential decay (and neglect the Gaussian correc-
tion that contributes a power law correction).

• For r � ξ, usp ∼ r2/(2d), S(usp) = d
2
+ 1

2d
r2

ξ2 + d
2

ln(r2/2d) ∼ d ln r, S ′′(usp) = 2d3/r4

and
G(r) ∼ e−d ln r−1

2
ln(2d3/r4) ∼ e−d ln r+2 ln r ∼ r2−d . (2.134)

The crossover is controlled by the correlation length which behaves as

ξ ∼ |T − Tc|−ν ν = 1/2 . (2.135)

Right at the critical point ξ →∞, r � ξ, and

G(r) ∼ r2−d−η η = 0 . (2.136)

Within the quadratic treatment of the Landau theory, the exponent η vanishes but we
will see that in improved treatments it will take a non-vanishing value.

Putting these results together,

Cconn(r) ∼ r2−d−η e−r/ξ , ξ ∼ |Tc − T |−ν , (2.137)

which includes the r � ξ power law behaviour and the r � ξ exponential decay in a
single formula.

2.6.3 Ginzburg criterium

Including the contribution of the Gaussian fluctuations to the saddle-point evaluation
one can see when these become too important and render the saddle-point method invalid.
This analysis is called the Ginzburg criterion [20] and tells us that there is an upper critical
dimension,

du = 4 (2.138)
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above which the mean-field description of the ferromagnetic transition is exact! Below
du mean-field theory fails. However, it does not fail everywhere in parameter space. It
just fails when very close to the critical point, in a system-dependent critical region. The
behaviour away from the critical region is still well-described by the Landau-Ginzburg
phenomenological theory. A signature of the failure of the Landau-Ginzburg theory is
that it predicts the mean-field exponents in (2.162) for all d which is clearly incorrect for
small d.

In just a bit more detail, the Ginzburg criterium states that the Landau mean-field
theory breaks down when

〈 δφ2
coh 〉 ∼ 〈φ 〉2 (2.139)

where
δφcoh ≡ V −1

coh

∫
ddx (φ(~x)− 〈φ 〉) , (2.140)

Vcoh = ξd with ξ the coherence length, defined in the previous subsection, and 〈φ 〉 the
equilibrium order parameter within the same approximation, that is

〈φ〉 = φsp ∝ |T − Tc|1/2 ∝ ξ−1 . (2.141)

The left-hand-side in (2.139) is

〈 δφ2
coh 〉 = V −1

coh

∫
ddr Cconn(r) (2.142)

where Cconn is the connected correlation function

Cconn(~x, ~y) ≡ 〈(φ(~x)− 〈φ〉)(φ(~y)− 〈φ〉)〉 = 〈φ(~x)φ(~y)〉 − 〈φ〉2 = Cconn(r) . (2.143)

Cconn(~x, ~y) is an isotropic and translational invariant correlation, depends only |~x− ~y| =
|~r| = r and can be computed within the same Landau theory and compared to the right-
hand-side of the same eq. (2.139), that is simply 〈φ〉2 = φ2

sp ∼ ξ−2, a vanishing quantity.
Using the critical scaling form of Cconn(r) with η = 0 (derived in the previous subsection)
one has

〈 δφ2
coh 〉 ∼

Ωd

ξd

∫ ξ

a

dr rd−1 r2−d−η e−r/ξ =
Ωd

ξd−2

∫ ξ

a

d

(
r

ξ

)
r

ξ
e−r/ξ =

Ωd

ξd−2
A (2.144)

with A a finite constant. Therefore, the condition becomes

ξ2−d � ξ−2 =⇒ ξ4−d � 1 (2.145)

which for d > 4 is verified while for d ≤ 4 it is not and the approximation fails.
Landau theory, thus, establishes its own limits of validity: it is valid until the fluctua-

tions of the order parameter become of the order of the order parameter itself when both
are coarse-grained over a volume determined by the correlation length.
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2.6.4 First order phase transitions

The Landau approach can be adapted to capture first order phase transitions too. The
potential in the free energy functional is chosen in such a way to yield a discontinuous order
parameter when a control parameter is changed. This can be achieved in a non-symmetric,
or in a symmetric way, similarly to what we discussed in the context of the p-spin Ising
model. We will discuss some aspects of first order phase transitions in Sec. 2.12.

2.6.5 Two applications

In the Ψ-theory of superconductivity that got Ginzburg the 2003 Nobel Prize a scalar
complex field Ψ is the order parameter and it is coupled to a vector electromagnetic field
potential ~A. A link between Bardeen-Cooper-Shrieffer’s microscopic theory of supercon-
ductivity and the Landau-Ginzburg phenomenological model can be established.

In high energy applications the field theory is usually postulated. The so-called λφ4

theories are standard ones in which the field is a complex variable and the Lagrangian
density reads

L(φ) = ∂µφ
∗∂µφ− αφ∗φ− 1

2
λ(φ∗φ)2 (2.146)

with α > 0 or α < 0 on the two sides of the transition. Many other field theories with
more complex fields (vectorial, tensorial) are also possible.

2.6.6 Summary

A field for the magnetisation can be rather simply derived by coarse-graining the spins
over a coarse-graining length `. This simply amounts to computing the averaged spin
on a box of linear size `. In the limit ` � a where a is the lattice spacing many spins
contribute to the sum. For instance, an Ising bimodal variable is thus transformed into a
continuous real variable taking values in [−1, 1]. Studying the problem at long distances
with respect to ` (or else taking a continuum spatial limit) the problem transforms into
a statistical field theory, which one guesses based on symmetry and simplicity arguments.
This is the route followed by Landau.

Figure 2.15 taken from [3] summarises the two scenarii corresponding to second order
(the panels in the first row) and first order phase transitions (the next six panels). The
figures show the evolution of the free-energy density as a function of the order parameter,
called η here, when temperature (called T in the first three panels and t in the next six
ones) is modified.

The order parameter is determined by a saddle-point equation which typically takes
the form x = a sigmoid function. The difference between second order and first order
transitions is the way in which the sigmoid function changes when the control parameter
is modified.
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Figure 2.15: Second order (first line) and first order (second and third lines) phase transitions.
Figures taken from [3].

• In a second order phase transition the non-vanishing solutions split from the vanish-
ing one in a continuous way. A possible strategy to find the critical parameters is,
then, to look for the values at which the slope of the sigmoid function close to zero
equals one. The macroscopic order parameter describes the character and strength
of the broken symmetry.

• In a first order phase transition the sigmoid function touches the diagonal axis at
a non-vanishing value when the local minimum at x 6= 0 first appears. Further
changing the parameters this point splits in two and the sigmoid function crosses
the diagonal at three points, say x = 0, x1 (a maximum of the free-energy density)
and x2 (the non-zero minimum of the free-energy function). Other two crossings are
symmetrically placed on x < 0 values if the model is invariant under x 7→ −x.

In a second order phase transition a new state of reduced symmetry, lower than the
one of the Hamiltonian, develops continuously from the disordered (high temperature)
phase. This is the phenomenon of spontaneously broken symmetry. There will therefore
be a number (sometimes infinite) of equivalent (e.g. equal free energy) symmetry related
states. These are macroscopically different, and thermal fluctuations will not connect one
to another in the thermodynamic limit.
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Landau (1962) and Ginzburg (2003) got Nobel Prizes in Physics for their work along
these lines (Landau on superfluidity, Ginzburg on superconductors and superfluids). The
strategy of Ginzburg and Landau proved to be very useful to describe phase transitions of
very different type using, as a starting point, the identification of the order parameter and
a proposal for the field theory describing the physical problem one is interested in. It is
particularly well-suited for problems with long-range interactions such as superconductors
and ferroelectrics since in these cases fluctuations are suppressed.

Field theories are the natural tool to describe particle physics and cosmology. For
example, the Big Bang leaves a radiation-dominated universe at very high temperature
close to the Planck scale. As the initial fireball expands, temperature falls precipitating
a sequence of phase transitions. The exact number and nature of these transitions is
not known. It is often considered that they are at the origin of the structures (galaxies,
clusters, etc.) seen in the universe at present, the original seeds being due to density
fluctuations left behind after the phase transition. The similarity between the treatment
of condensed matter problems and high energy physics becomes apparent once both are
expressed in terms of field theories. It is however often simpler to understand important
concepts like spontaneous symmetry breaking in the language of statistical mechanics
problems.

Some traditional examples

We have discussed the ferromagnetic Ising model and its scalar field theory representa-
tion. There are many physical examples in which the order parameters are not as simple.
Examples are:

– Anti-ferromagnets, with the staggered magnetisation
∑

i(−1)isi.
– Heisenberg ferromagnets, with vector order parameter

∑
i ~si (the XY case in two-

dimensions is special and we will discuss it later).
– Solids in three dimensions have broken translational and rotational symmetries, and

a convenient order parameter is the amplitude of the density wave. (The melting
transition in two dimensions is highly non-trivial.)

– Nematic liquid crystal are formed by long molecules which align parallel to one
another at low temperatures, although the position of the molecules remains disorder
as in a liquid. The liquid becomes anisotropic, and a second rank tensor characterises
the strength of the anisotropy and can be used as the order parameter.

Problems and remarks

The exponents in the mean-field approximation and Landau scalar field theory do not
depend on the dimension d of space.

The development of series expansions in the 50s (and more recently with the help of
computers) derived Ising model exponents which were consistent with independency from
the lattice structure, but strong dependence on the spatial dimension. Evidence in favour
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of the universal, though space-dimensional dependent, exponents also began to mount
from experiments during the same period and later.

2.7 Critical phenomena and scaling

The notion of universality was originally introduced by experimentalists to describe the
observation that several apparently unrelated physical systems were characterised by the
same type of singular behaviour near a continuous phase transition. It implies that the
emerging long-range correlations of fluctuations of the order parameter are fully specified
by the symmetry properties and conservation laws and do not depend on the details of
the microscopic interactions (or microscopic dynamics).

2.7.1 Some general definitions

Correlation functions yield a very useful way to characterise phases and phase transi-
tions. The two-point spatial correlation measures how much the fluctuation of the local
(say, scalar) order parameter O(~x) around its averaged value influences the same quantity
at a given distance within the system:

C(~x, ~y) = 〈(O(~x)− 〈O(~x)〉)(O(~y)− 〈O(~y)〉)〉 . (2.147)

The averages 〈O(~x)〉 and 〈O(~y)〉 are not expected to depend on the space points ~x and ~y
in a homogeneous system but, for completeness, we keep this potential dependence in the
notation used. These are also called connected correlation functions. In the disorder phase
the order parameter vanishes and connected and normal correlation functions coincide.
In the ordered phase this is not the case. In cases with translational invariance the
correlation function can depend on the distance vector between the two measuring points
~x − ~y only; if furthermore there is isotropy, the correlation function can only depend on
the distance between the two measuring points r ≡ |~x− ~y|. One can define higher order
correlation functions with products involving more terms but, usually, it is not needed to
study them to understand the global behaviour of the system.

(In models with no order parameter, such as the 2d XY model to be studied later,
the correlation function of the would-be order parameter still yields relevant information
about the systems behaviour.)

Close to a continuous phase transition, in an infinite size system, L→∞, a two-point
correlation function should behave as

C(~x, ~y) ' r2−d−η f

(
r

ξ

)
with

{
f(0) = 1 ,
f(x→∞) ∼ xη e−x .

, (2.148)

with ξ the correlation length, and the only relevant length scale. This expression is
integrable over the full volume unless the exponential factor disappears. This is indeed
what happens at Tc where the correlation length ξ diverges, according to

ξ ' |T − Tc|−ν (2nd order) , ξ ' ec|T−Tc|
−ν

(∞ order) . (2.149)
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We will discuss the meaning of the anomalous exponent η, and the infinite order case,
later.

Time-delayed correlation functions characterise the temporal de-correlation of equi-
librium fluctuations. The equal space, time delayed connected correlations are defined
as

C(~x; t, t′) = 〈(O(~x, t)− 〈O(~x, t)〉)(O(~x, t′)− 〈O(~x, t′)〉)〉 . (2.150)

In a stationary state, one-time quantities are independent of absolute time 〈O(~x, t)〉 →
〈O(~x)〉 and two-time quantities depend upon the time difference only. In an equilibrium
homogeneous state the space point dependence should drop-off. Putting all this together,
close to criticality one expects

C(~x; t, t′) ' C(t− t′) ' |t− t′|(2−d−η)/z e−|t−t
′|/τ (2.151)

with z the dynamic critical exponent and τ the correlation time. In second order cases,
the correlation length and correlation time are linked by

ξ ' τ 1/z . (2.152)

In infinite order cases the relation is expected to be exponential.
In experiments it is often easier to measure linear response functions instead of corre-

lation functions. The linear response of the local observable O(~x) is defined as

χ(~x, ~y) =
δ〈O(~x)〉h
δh(~y)

∣∣∣∣
h=0

(2.153)

where the infinitesimal perturbation h(~y) is applied linearly to the same observable O in
such a way that the Hamiltonian of the system is modified as H 7→ H −

∫
ddxh(~x)O(~x).

The notation 〈· · · 〉h indicates that the average has to be calculated in the presence of the
field, that is to say, with the perturbed Hamiltonian.

A simple calculation yields the fluctuation-dissipation theorem

χ(~x, ~y) = β (〈O(~x)O(~y)〉 − 〈O(~x)〉〈O(~y)〉) (2.154)

where all averages in the right-hand-side are measured with no applied field. This is a
model independent relation since it does not depend on the form of the HamiltonianH and
only relies on the assumption of equilibrium. β is the inverse temperature β = 1/(kBT ).

Exercise 2.16 Prove eq. (2.154) assuming equilibrium in the canonical ensemble.

Exercise 2.17 Prove that for an Ising model the spin susceptibility of a single spin to a field coupled to
itself is bounded from below and found its bound.

In a homogenous case one expects χ(~x, ~y) = χ̃(~r) with ~r = ~x − ~y. If the problem is
furthermore isotropic then χ(~x, ~y) = χ̃(r) with r = |~x − ~y|. In the following, we will
not write the tilde keeping in mind that the two functions are different. Under these
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assumptions, the integration of the susceptibility or linear response over the full space
reads∫

ddx

∫
ddy′ χ(~x, ~y) = V Ωd

∫
dr rd−1 χ(r) = V Ωdβ

∫
dr rd−1Cconn(r) , (2.155)

where V is the volume, Ωd is the angular volume of the d dimensional space, and we used
the fluctuation-dissipation relation (2.154) to introduce the connected correlation function
in the last identity. If we now use the critical scaling form of the connected correlation
function, eq. (2.148),

(V Ωd)
−1

∫
ddx

∫
ddy χ(~x, ~y) = β

∫ L

a

dr rd−1 r2−d−η e−r/ξ

= β ξ ξd−1 ξ2−d−η
∫ L/ξ

a/ξ

du ud−1 u2−d−η e−u

= β c(L/ξ, a/ξ) ξ2−η . (2.156)

where c(L/ξ, a/ξ) is the value of the last integral. In the infinite size limit, L/ξ →
∞, taking also the limit a/ξ → 0, c(L/ξ, a/ξ) reaches a constant and the integrated
susceptibility diverges with the correlation length at the critical point since, in general,
η < 2.

2.7.2 Critical exponents & universality

When studying the observables close to the critical point one realises that they depend
on the distance from the critical point in the form of power laws

X ∼ θn (2.157)

where X is the observable, θ the distance to criticality and n > 0 the exponent. It is clear
that these exponents measure the strength of the singularity at the critical point in the
sense that all derivatives dmX/dθm with m > n diverge for θ → 0, and the smaller the n
the sooner this happens.

Let us focus on a magnetic case and use its natural notation. In zero field the order
parameter increases as

m ∼ (Tc − T )β (2.158)

with β one critical exponent (not related to inverse temperature!). At Tc and as a function
of the conjugate field,

m ∼ h1/δ . (2.159)

The divergence of the linear susceptibility at Tc is characterised by two exponents

χ ∼
{

(T − Tc)−γ T > Tc ,
(Tc − T )−γ

′
T < Tc .

(2.160)
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The specific heat also diverges at Tc:

CV ∼
{

(T − Tc)−α T > Tc ,
(Tc − T )−α

′
T < Tc .

(2.161)

While the values of Tc are material dependent, all ferromagnetic transitions of systems
in d = 3 with an order parameter of the same dimensionality, and the same symmetries,
could be described by the same – within error bars – critical exponents! This feature
indicated the existence of universality classes, i.e. groups of systems for which the details
of the microscopic interactions do not matter, and whose macroscopic critical behaviour
is identical.

We recall that we have already calculated the exponents in the naive mean-field ap-
proximation for any d or, equivalently, for the fully connected ferromagnetic model with
p = 2 (Curie Weiss), and in the Landau scalar field theory. They read

α = α′ = 0 , β =
1

2
, γ = γ′ = 1 , δ = 3 , η = 0 , ν =

1

2
, (2.162)

and are independent of d. η and ν are exponents characterizing the correlation function
and the correlation length that we defined in (2.148) and (2.149). These values are
to be confronted to the experimental ones. In ferromagnetic phase transitions with Ising
symmetry they are given in Table 2 in dimensions d = 2 and d = 3 and they are compared
to the mean-field values.

Name n d β α = α′ γ = γ′ δ ν η

Ising 1 2 1/8 0 7/4 15 1 1/4 exact
Ising 1 3 0.325 0.11 1.24 4.82 0.63 0.032 approx
Ising 1 d ≥ 4 (MF) 1/2 0 1 3 1/2 0 exact
XY 2 3 0.33 0 1.33 5 0.66 0 approx

Heisenberg 3 3 0.35 −0.14 1.4 5 0.7 0.04 approx
O(n) 10 3 0.44 −0.61 1.72 0.87 0.025 approx
O(n) n→∞ 3 1/2 −1 2 1 0 exact

Table 2: Critical exponents in various universality classes. n is the dimension of the order
parameter, i.e. the number of components of the spin. d is the dimension of real space. d=1 for
Ising and dl = 2 for Heisenberg. du = 4 in both cases.

The fact that very different systems share the same critical properties, the mere ex-
istence of universality classes, suggested that it should be possible to describe critical
behaviour within a unique framework. The fact that the mean-field critical exponents
were slightly different from the ones observed was not very important as a quantitative
disagreement but it was from a fundamental point of view. Something important was
going on and called for an explanation.
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In the rest of this Subsection we introduce and discuss the concepts that allowed one
to acquire a qualitative and quantitative understanding of critical phenomena. The ideas
and methods introduced actually go beyond this problem and have been exported to other
situations like dynamical processes in and out of equilibrium.

2.7.3 The correlation length

Let us go back to the analysis of spatial correlation functions and the the very important
concept of correlation length.

Discussion

The correlation length is the distance over which the fluctuations of the microscopic
degrees of freedom are significantly correlated.

A simple way to understand its meaning is the following. Take a macroscopic sample
and measure some macroscopic observable under some external conditions, i.e. temper-
ature T and pressure P . Now, repeat the measurement after cutting the sample in two
pieces and keeping the external conditions unchanged. The result for the macroscopic
observable is the same. Repeating this procedure, one finds the same result until the
system size reaches the correlation length of the material.

When the correlation length is finite, a fluctuation within a region of length ξ has no
effect outside of it. There is a separation of length-scales. When describing the system at
a short length scale, a� r � ξ, the other boxes act as constant parameters with respect
to the chosen one. At a longer length scale, ξ � r, the microscopic details enter only
through average values like the mean density or the averaged magnetisation.

Systems with finite correlation lengths look uniform, that is to say, they are statistically
translational invariant over distances r � ξ. The measurement of any observable on
different boxes of linear size r is Gaussian distributed about its mean and the variance
decreases with r/ξ (due to the central limit theorem). Global measurements do not reflect
the microscopic details.

At finite temperature, no system is fully ordered. There are droplets of the wrong
phase within the correct one, due to thermal agitation. The size of these droplets will be
a function of temperature and at a given instant, a snapshot of the system reveals the
existence of a number of them with different sizes. One expects though that they have a
well-defined average (taken, for instance, over different snapshots taken at different times).

The average size of the thermally agitated droplets can be taken as a qualitative
indication of the value of the correlation length.

54



2.7 Critical phenomena 2 PHASE TRANSITIONS

(We will give a more precise definition below.) Consequently

Systems with diverging correlation length have fluctuations, or droplets, of all sizes.

These systems are no longer translational invariant over any finite length scale. Instead,
they are scale invariant under simultaneous rescaling of the quantities of interest and the
length. There is a self-similar structure and if one looks at it with different microscopes one
essentially sees the same. A localised fluctuation has an effect over the whole system and
no subsystem is statistically independent of the others. Still, knowledge of the behaviour
at a given scale allows one to derive what happens at all scales through the scaling
transformation.

Figure 2.16: Two snapshots of an equilibrium spin configuration in a 2d Ising model, one below
Tc (left) and on at Tc (right).

The fact that one finds coherent structures at all lengths at the critical point means
that there is no spatial scale left in the problem and then all scales participate in the
critical behaviour.

In second order phase transitions, the correlation length is usually very short, of the
order of a few lattice spacing, at low temperature. It increases when approaching Tc from
below, it diverges at Tc, and then decreases again in the high temperature phase when
getting away from the critical point, see Fig. 2.16 for two snapshots of the 2d Ising model,
one well in the ordered phase and the other one at the critical point which illustrate these
properties.

Whether fluctuations influence the critical behaviour depends on the space dimension-
ality d. In general, fluctuations become less important with increasing dimensionality.
In sufficiently low dimensions, i.e. at and below the lower critical dimension dl, d ≤ dl,
fluctuations are so strong that they completely destroy the ordered phase at all (nonzero)
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temperatures and there is no finite temperature phase transition. Between dl and the
upper critical dimension du, order at low temperatures is possible, there is a finite tem-
perature phase transition, and the critical exponents are influenced by fluctuations (and
depend on d). Finally, for d > du, fluctuations are unimportant for the critical behaviour,
and this is well described by mean-field theory. The exponents become independent of d
and take their mean-field values. For example, for Ising ferromagnets, dl = 1 and du = 4
and for Heisenberg ferromagnets dl = 2 and du = 4.

In first order phase transition the correlation length is finite for all values of the pa-
rameters.

An example: the Ising chain

Let us discuss the correlation length in a simple solvable case, the Ising model in
d = 1 with, say, open boundary conditions. In this case, the finite temperature connected
correlation function equals the normal correlation since

Cconn
kl = 〈sksl〉 − 〈sk〉〈sl〉 = 〈sksl〉 = Ckl (2.163)

since 〈sk〉 = 0 at any T > 0. Introducing, for convenience, different coupling constants
Ki = βJi on the links, Ckl reads

Ckl = Z−1
∑
{si=±1}

e
∑
iKisisi+1sksl = Z−1 ∂

∂Kk

∂

∂Kk+1

. . .
∂

∂Kl−1

Z . (2.164)

At the end of the calculation one takes Ki = K = βJ for all i. Thus, at finite temperature
the connected correlation between any two spins can be computed as a number of deriva-
tives (depending on the distance between the spins) of the partition function conveniently
normalised. Using the change of variables ηi = sisi+1, one finds

Z =
∑
{ηi=1}

e
∑
iKiηi = 2

N−1∏
i=1

2 cosh(Ki)→ 2(2 cosh βJ)N−1 . (2.165)

Taking the distance between the chosen spins sk and sl to be rk − rl = r the correlation
function is then given by

C(r) = [tanh(βJ)]r = er ln[tanh(βJ)] = e−r/ξ (2.166)

with
ξ =

1

ln coth(βJ)
and ξ ∼ e4J/(T−Tc) at T ∼ 0 . (2.167)

In this one dimensional example we found an essential singularity, an exponential diver-
gence, of the correlation length when approaching Tc = 0 from above. In general, in
higher d, one has a power law divergence.
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2.7.4 Droplet theory

The droplet theory, developed by M. E. Fisher building upon previous attempts, is
based on an approximation of the full partition sum, in which it is written as a sum over
droplet excitations on top of the ground state.

Domain-wall stiffness

Ordered phases resist spatial variations of their order parameter. This property is
called stiffness or rigidity and it is absent in high-temperature disordered phases.

More precisely, in an ordered phase the free-energy cost for changing one part of the
system with respect to another part far away is proportional to kBT and usually diverges
as a power law of the system size. In a disordered phase the information about the
reversed part propagates only a finite distance (of the order of the correlation length, see
below) and the stiffness vanishes.

Concretely, the free-energy cost of installing a domain-wall in a system, gives a mea-
sure of the stiffness of a phase. The domain wall can be imposed by special boundary
conditions. Compare then the free-energy of an Ising model with linear length L, in its
ordered phase, with periodic and anti-periodic boundary conditions on one Cartesian di-
rection and periodic boundary conditions on the d− 1 other directions of a d-dimensional
hypercube. The ± boundary conditions forces an interface between the regions with pos-
itive and negative magnetisations. At T = 0, the minimum energy interface is a d− 1 flat
hyper-plane and the energy cost is

∆U(L) ' σLθ with θ = d− 1 (2.168)

and σ = 2J the interfacial energy per unit area or the surface tension of the domain wall.

Droplets - generalisation of the Peierls argument

In an ordered system at finite temperature domain walls, surrounding droplet fluc-
tuations, or domains with reversed spins with respect to the bulk order, are naturally
generated by thermal fluctuations. The study of droplet fluctuations is useful to establish
whether an ordered phase can exist at low (but finite) temperatures. One then studies
the free-energy cost for creating large droplets with thermal fluctuations that may desta-
bilise the ordered phase, in the way usually done in the simple Ising chain (the Peierls
argument).

Indeed, temperature generates fluctuations of different size and the question is whether
these are favourable or not. These are the droplet excitations made by simply connected
regions (domains) with spins reversed with respect to the ordered state. Because of the
surface tension, the minimal energy droplets with linear size or radius L will be compact
spherical-like objects with volume Ld and surface Ld−1. The surface determines their
energy and, at finite temperature, an entropic contribution has to be taken into account
as well. Simplifying, one argues that the free-energy cost is of the order of Lθ, that is
Ld−1 in the ferromagnetic case but can be different in disordered systems.
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Summarising, the free-energy cost of an excitation of linear size L is expected to scale
as

∆F (L) ' σ(T )Lθ . (2.169)

The sign of θ determines whether thermal fluctuations destroy the ordered phase or
not. For θ > 0 large excitations are costly and very unlikely to occur; the order phase
is expected to be stable. For θ < 0 instead large scale excitations cost little energy and
one can expect that the gain in entropy due to the large choice in the position of these
excitations will render the free-energy variation negative. A proliferation of droplets and
droplets within droplets is expected and the ordered phase will be destroyed by thermal
fluctuations. The case θ = 0 is marginal and its analysis needs the use of other methods.

As the phase transitions is approached from below the surface tension σ(T ) should
vanish. Moreover, one expects that the stiffness should be independent of length close to
Tc and therefore, θc = 0.

Above the transition the stiffness should decay exponentially

∆F (L) ' e−L/ξ (2.170)

with ξ the equilibrium correlation length.

2.8 Scaling and the renormalisation group

Scaling concepts are fundamental in describing the behaviour of systems made of a large
number of constituents, interacting non-linearly, and according to laws that are sometimes
poorly understood. The idea is to isolate a few relevant variables that characterise the
behaviour at a certain length (and time scale) and to postulate simple scaling relations
between them. When there is only one independent variable, the scaling relations take
the form of power laws with exponents that are not necessarily rational numbers.

Scaling arguments apply to many different physical situations (in and out of equilib-
rium) and they can be explained using renormalisation ideas. In most cases, the renormal-
isation approach does not have a formal basis. It is in the context of critical phenomena
in equilibrium that scaling and renormalisation can be derived systematically.

In the discussion of critical phenomena we have defined 6 critical exponents (α for the
specific heat, β for the order parameter, γ for the susceptibility, δ for the order parameter
at the critical point as a function of the conjugate field, η for the correlation function and
ν for the correlation length). But, actually, not all these exponents are independent. It
was soon observed that the experimental data pointed towards simple relations between
the exponents.

2.8.1 Homogeneity & scaling

The solution of the Curie-Weiss ferromagnet yields an expression of the free-energy
density as a function of the auxiliary variable x which, at the saddle point level, is to be
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identified with the order parameter m. In terms of the latter,

f(t, h) = min
m

(
t

2
m2 + um4 − hm

)
=


− 1

16

t2

u
for h = 0, t < 0 ,

− 3

44/3

h4/3

u1/3
for h 6= 0, t = 0 ,

(2.171)

with t the reduced temperature (T − Tc)/Tc. We do not write explicitly the dependence
on u in the function f since this parameter does not control the phase transitions. These
parameter dependencies and, in particular, the singularities can be collected in the form

fsing(t, h) = |t|2 gf (h/|t|∆) with − gf (y) ∼


1

u
for y ∼ 0, t < 0 ,

y4/3

u1/3
for y →∞ ,

and ∆ =
3

2
(2.172)

with ∆ the gap exponent.

Figure 2.17: The phase diagram of the Ising model in d ≥ 2.

The form above is an example of an homogeneous function of the parameters. A real
function of n variables is said to be homogeneous if

f(bp1x1, . . . , b
pnxn) = bpff(x1, . . . , xn) (2.173)

for any scaling real factor b and powers p1, . . . , pn. Then

f(x1, . . . , xn) = b−pff(bp1x1, . . . , b
pnxn) (2.174)

and choosing b so that bpnxn = 1 one writes

f(x1, . . . , xn) = x
pf/pn
n f(x−p1/pn

n x1, x
−p2/pn
n x2, . . . , 1)

= x
pf/pn
n f̃(x−p1/pn

n x1, x
−p2/pn
n x2, . . . , x

−pn−1/pn
n xn−1) . (2.175)

In this way, the resulting function f̃ has one less independent variable and the remaining
ones are ratios of the original ones and powers of the one that has been eliminated:
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Figure 2.18: The gas-liquid transitions at constant pressure. At very low density and low
temperature, at the left of the curve the system is a gas, at very large density and still low
temperature, at the right of the curve the system is a liquid. In the region below the curve there
is coexistence of gas and liquid. Above the curve the system goes continuously from a gas to
a liquid when increasing the density. The critical line behaves as |ρl − ρg| ∼ |T − Tc|β with
β ∼ 0.327 close to the maximum. Note that scaling holds as far as T/Tc ∼ 0.55!

xj/x
pj/pn
n with j = 1, . . . , N − 1 in the example. We note that fsing for the Curie Weiss

mean-field theory is of this form, with x1 = h, xn=2 = |t|, p1/p2 = ∆ and pf/p2 = 2
The homogeneity assumption is that the singular part of the free-energy density, in

finite dimensional systems, keeps a similar form to the one in Eq. (2.172)

fsing(t, h) ' |t|2−α gf (h/|t|∆) (2.176)

The exponent of the |t| factor is chosen to be 2− α so as to recover the exponent α in
the singularity of the heat capacity, Csing = ∂2fsing/∂t

2 ∼ |t|−α for h→ 0.
Since the free-energy density is analytic everywhere in the two-dimensional phase dia-

gram (t, h) reported in Fig. 2.17 apart from at the h = 0 critical point t = 0, the critical
exponent α, the gap exponent ∆ and the scaling functions should be the same on both
sides of the critical point, that is, for t > 0 and t < 0, close to t = 0, see [10] for a proof.
This justifies γ = γ′ and α = α′ in this problem.

Surprisingly enough, all systems undergoing a ferromagnetic transition can be scaled
in this way using the same functions g±m above and below the critical temperature, re-
spectively! The way of checking this hypothesis is by plotting m/|t|β against |h|/|t|βδ for
different systems and looking for data collapse. Of course, we do not know the values of
the universal exponents β and δ and the material dependent critical temperature Tc a
priori, so we need to manipulate a bit the data before obtaining collapse. Note that the
scaling law (2.177) is independent of the dimension d. An example of data collapse using
the scaling relation (2.177) is given in Fig. 2.18.
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It is interesting to note that scaling holds on a much wider window than the power
law expressions defining the critical exponents.

2.8.2 Relation between exponents

From the scaling form (2.176) one derives the magnetisation density, the linear suscep-
tibility and relations between the corresponding exponents:

m(t, h) =
∂f

∂h
= |t|2−α−∆ g′f (h/|t|∆) = |t|2−α−∆ gm(h/|t|∆) (2.177)

and then

m ∼

 |t|
β for h|t|−∆ → 0 =⇒ gm(y) −→

y→0
1 & β = 2− α−∆ ,

h1/δ for h|t|−∆ � 1 =⇒ gm(y) −→
y�1

y1/δ & δ = ∆/β .
(2.178)

Putting these two relations together

β = 2− α− δβ ⇒ β =
2− α
1 + δ

(2.179)

From the susceptibility χ ∼ |t|−γ, using χ ∝ ∂2f/∂h2|h=0, one derives

γ = 2∆− 2 + α ⇒ γ = 2βδ − 2 + α (2.180)

Combining the exponent relations one deduces

Rushbrooke’s identity α + 2β + γ = 2 ,
Widom’s identity δ − 1 = γ/β .

(2.181)

Note that these thermodynamic relations are independent of the dimension of space and
that they do not involve the correlation length nor its divergence close to t = 0.

One now assumes that the correlation length also satisfies a scaling relation

ξ(t, h) ∼ |t|−ν gξ(h/|t|∆) , (2.182)

with gξ(y → 0) = ct and gξ(y � 1) = y−ν/∆, and that it is the only quantity that controls
the divergence of all thermodynamic quantities. Then, the singular part of the free-energy
density must behave as

−βfsing = L−d lnZ︸︷︷︸
adim

∝ L−d
(
L

ξ

)d
= ξ−d ∼ |t|−νd [gξ(h/|t|∆)]−d . (2.183)
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The third identity can be interpreted as the result of considering the system as the union
of (L/ξ)d independent pieces, each contributing the same amount to the total free-energy.
Since this expression has to equal (2.176) one must have

Josephson’s identity 2− α = νd . (2.184)

This is a so-called hyperscaling relation since it involves the space dimension d. The
mean-field values α = 0 and ν = 1/2 do not satisfy the hyperscaling relation.

Exploiting the fluctuation-dissipation relation, the linear susceptibility is expressed
as an integral over space of the two point connected correlation (we do not write conn
explicitly)

χ ∝
∫
ddx C(~x, ~y) =

∫
ddx |~x− ~y|2−d−η ∼ ξ2−η ∼ |t|−ν(2−η) (2.185)

and this should also be ∼ |t|−γ, hence

γ = ν(2− η) (2.186)

Similarly, for the heat capacity CV

CV ∝
∫
ddx Cc

E(~x, ~y) =

∫
ddx |~x− ~y|2−d−η′ ∼ ξ2−η′ ∼ |t|−ν(2−η′) (2.187)

where Cc
E(~x, ~y) is the energy-energy connected correlation function. This should also be

∼ |t|−α, then
α = ν(2− η′) (2.188)

Only two exponents are independent and allow us to characterise the singular be-
haviour of all thermodynamic observables.

Experimental and numerical measurements of the exponents confirm that the relations
derived above are indeed satisfied.

2.8.3 Scale invariance

Scale invariance is the property of an object which does not change if all its scales are
multiplied by a common factor. An illustrative movie showing this property in a random
walk can be found in Wikipedia https://en.wikipedia.org/wiki/Scale_invariance.
In Fig. 2.19 we show a snapshot of the bidimensional Ising model demonstrating this
property. Many other examples can be found in [28]. The process of multiplying all
relevant scales by the same constant, say λ is called a dilatation or dilation.

Near a critical point, fluctuations occur at all length scales, and thus the relevant theory
to describe this particular point(s) in the phase diagram should be scale-invariant. As

62



2.8 Scaling and the renormalisation group 2 PHASE TRANSITIONS

Figure 2.19: Left: a 2d Ising model configuration at the critical point. Right: the selection of
the right-down box has been scaled up to the same size as the original figure. The two images
look statistically the same, illustrating the self-similarity.

a consequence, the correlation functions are homogeneous at criticality, with the dilation
symmetry

C(λ~x, λ~y) = λpC(~x, ~y) , (2.189)

which implies scale invariance or self similarity. When a snapshot of the system at the
critical point is scaled by a factor λ the resulting image is self-similar to the original one,
that means that statistically it looks the same. This property is a hallmark of fractal
geometry [30, 31]. In d = 2 dilation symmetry implies conformal symmetry and the latter
has been used to construct effective theories at criticality.

Therefore, critical fluctuations are described by a scale-invariant statistical field theory.
For a system d spatial dimensions, the corresponding statistical field theory is formally
similar to a d-dimensional conformal field theory (CFT). The scaling dimensions in such
problems are critical exponents, and one can in principle compute these exponents in the
appropriate CFT.

2.8.4 Finite Size Scaling

A real system is large but finite, 1� N ∼ 1023 <∞. Finite size effects will then play a
role in the phase transition, which is rounded by the fact that N <∞. Finite size effects
become important when ξ ∼ L, the linear size of the system, say L ∼ 1cm for an actual
sample. A rough estimation of how close to Tc one needs to get to see deviations from
critical scaling shows that finite size effects are quite negligible in experiments but are
certainly not in numerical simulations or transfer matrix studies and have to be taken into
account very carefully when trying to compare numerical data to analytical predictions.
Note that periodic boundary conditions suppress boundary effects and then reduces finite
size effects.

63



2.8 Scaling and the renormalisation group 2 PHASE TRANSITIONS

The theory of finite-size scaling formulated by Fisher [34] explains how the singular
behaviour of thermodynamic quantities at the critical point of a phase transition emerges
when the size of the system becomes infinite. Concretely, it is a way of extracting values
for critical exponents and the critical parameter, e.g. the critical temperature, by ob-
serving how measured quantities vary as the size L of the system changes. Usually, this
theory is presented in a phenomenological way although it can also be justified with a
renormalisation group treatment, see e.g [35], and the scaling forms have been derived in
some solvable cases, see e.g. [36].

The first remark is that an observable A that would diverge in the infinite size limit
is rounded in finite size systems. The evolution with size is sketched in Fig. 2.20. One

Figure 2.20: Sketch of the evolution of a susceptibility with system size, image from [37].

observes:

– A shift in the position of the maximum with respect to the infinite size critical
temperature, which can be described by,

Tc(L)− Tc(L→∞) decreases as a power law of L . (2.190)

– The width of the peak, measured at half height, for example,

∆T (L) decreases as a power law of L . (2.191)
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– The peak height
Amax(L) increases as a power law of L . (2.192)

In a finite size system there are three length scales: a microscopic one, a, related to
the range of the interactions (e.g., the lattice spacing for short-range interactions), the
correlation length, ξ, and the system size, L. Thermodynamic quantities depend, then,
on the adimensional ratios, ξ/a, and ξ/L. The finite size scaling hypothesis postulates
that close to the critical point the microscopic length dependence disappears, ξ/a→∞,
and only the ξ/L dependence remains.

Take the example of the magnetic susceptibility per spin, χ, in a problem with a second
order phase transition and write it in terms of the correlation length, ξ, over which critical
fluctuations are correlated. One has

χ ' |T − Tc|−γ

ξ ' |T − Tc|−ν

}
=⇒ χ ' ξγ/ν , (2.193)

where we have explicitly used the algebraic divergence of ξ with exponent ν. In a system
of finite size, the correlation length is cut-off by the system size. As long as ξ < L the
susceptibility should behave as in the infinite size system with, at most, exponentially
decaying correction with L/ξ, whereas for ξ > L the susceptibility must be rounded. One
therefore writes

χ = ξγ/ν χ0

(
L

ξ

)
with χ0(y) ∼

{
cst y � 1
xγ/ν y → 0

(2.194)

The effect of the finite size is to round the critical point singularity over a region of
parameter space in which ξ ∼ L.

In anisotropic systems in which d′ directions are finite and d−d′ are infinite the critical
behaviour undergoes a dimensional reduction and the critical behaviour is the one of the
d− d′ dimensional system.

These expressions, though perfectly correct, are not very useful for the analysis of
numerical data since ξ is still unknown. It is convenient at this stage to go back to an
expression in terms of the reduced distance from the critical point t = (T − Tc)/Tc. After
some rearrangements

χ = Lγ/ν χ̃
(
L1/νt

)
with χ̃(y) ∼ y−γ χ0(yν) and χ̃(y) ∼

{
y−γ y � 1
cst y → 0

(2.195)

Note that we have first written the observable in terms of the correlation length to be
able to compare the latter to the system size, and we then came back to an expression
in which the distance to criticality appears. The function χ̃ is the scaling function of the
intensive susceptibility and L1/νt the scaling variable. χ̃ is finite at the origin, that is, at
the critical point and falls off algebraically. χ̃ does not depend on the lattice geometry
but it may depend on the boundary conditions.

Compared to the scalings mentioned above:
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– The peak height scales as Lγ/ν .
– The peak position scales as L−1/ν .
– The peak width also scales as L−1/ν .

(For the moment we have not discussed infinite order phase transitions. We postpone
the extension of finite size arguments in these case.)

Data collapse

Notably, the function χ has no further dependence on L and this is the property that
is exploited to determine the exponents ν and γ by measuring χ in systems with different
sizes. One proceeds as follows. By measuring χ at different temperatures close to the
expected critical one and for different systems sizes one obtains a set of χL(t). Inverting
Eq. (2.195)

χL(t)L−γ/ν = χ̃
(
L1/νt

)
, (2.196)

and plotting the right-hand-side as a function of the scaling variable L1/νt the points
should fall on a master curve if and only if one uses the correct values of the exponents
γ and ν, and the critical temperature Tc, which enters the calculation of the reduced
temperature t.

Figure 2.21 shows on the left a sketch of the evolution of the extensive susceptibility
of the order parameter with size in a second order phase transition, and on the right as
scaling plot of the same quantity in Monte Carlo data [37] for the 2d Ising model. In the
simulations shown, the best data collapse is obtained for γ = 1.76± 0.01, ν = 1.00± 0.05
and Tc/J = 2.27± 0.01. These values are in good agreement with the exact known values
of γ = 7/4, ν = 1 and Tc/J = 2.269.

The same method can be applied to other intensive quantities diverging at criticality

oL(t)L−γo/ν = õ
(
L1/νt

)
(2.197)

with γo their corresponding critical exponent. If one prefers to work with the extensive
quantity OL = LdoL an additional power L−d should be included in the left-hand-side.

Finite size scaling can also be applied to the study of quantum critical phenomena in
a way that we will discuss when entering the field of quantum statistical physics. We
anticipate that the mapping between quantum problems in d dimensions and classical
problems in d+ 1 with the additional periodic dimension being of length β~, makes finite
size scaling very important in this context.

The order parameter

Near the critical point, the finite size corrections to the scaling form of the order
parameter, eq. (2.177), are

m ∼ |t|β gm
(

t

|h|∆
,
ξ

L

)
= |t|β gm

(
t

|h|∆
,

1

|t|νL

)
= L−β/ν g̃m

(
t

|h|∆
, |t|νL

)
(2.198)
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Figure 2.21: Left: A sketch of the typical behaviour of an intensive susceptibility close to the
critical point. Right: the scaling plot. Figures above from [37]. In the bottom the bare and
scaled susceptibility [38].

This finite-size-scaling Ansatz can be verified by plotting mLβ/ν versus |t|h−∆ and |t|νL.
Of course, there are different ways of writing the arguments (and hence the function) in
the right-hand-side. if a data collapse emerges, this gives the shape of the scaling function.
The finite-size behaviour is determined from the critical exponents of the infinite system.

The Binder cumulant - location of Tc

A variation of the kurtosis8 of the order parameter, say O, in a system with linear size
8The kurtosis is a statistical measure that defines how heavily the tails of a distribution differ from the

tails of a normal distribution. In other words, kurtosis identifies whether the tails of a given distribution
contain extreme values. It is a scaled version of the fourth moment of the distribution: K(X) = 〈(X −
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L is the so-called Binder parameter [40, 41],

UL = 1− 〈O
4〉L

3〈O2〉2L
, (2.199)

and it is used to locate the critical point in systems with second order phase transitions.
In the disordered phase, the order parameter is Gaussian distributed with zero mean

and variance σ2
L. Thus, 〈O4〉L = 3σ4

L, 〈O2〉L = σ2
L, and UL = 0. In an ordered sponta-

neously symmetry broken phase, the order parameter is distributed as two narrow peaks
centred at non-vanishing values. In the large L limit one can approximate the peaks by
delta functions, and then UL = 2/3. For finite L, there must be a crossover between these
two extreme values when tuning the control parameter across the phase transition.

The critical parameter is the unique point where the different curves cross in the
thermodynamic limit, since

UL = gU(tL1/ν) . (2.200)
In the infinite size limit U is a discontinuous function of the control parameter.

Exercise 2.18 Reflect upon this statement.

An example of the generic discussion above is again given by the 2d Ising case, in which
the order parameter is the magnetisation density. Above Tc its distribution is a Gaussian
centred at zero, whereas below Tc the distribution tends towards two Gaussians centred
at m = ±|meq| where meq is the spontaneous magnetisation of the infinite size systems.

Above the critical point, with symmetry unbroken, the Binder parameter decreases
with increasing system size while below it, in a symmetry-breaking magnetic phase, the
behaviour is the opposite and UL increases with L. These trends are shown in Fig. 2.22,
where data for the 2d Ising model with system sizes in the range L ∈ [32, 162] are displayed.
The curves cross at a single point and, because the behaviour at the critical point is close
to universal, only a set of relatively small system sizes need be considered to identify the
critical parameter, with no need for complicated extrapolations of very large systems to
the thermodynamic limit.

The value of the Binder cumulant at criticality in the thermodynamic limit, UL→∞,
is a measure of the deviation of the distribution function of the order parameter from a
Gaussian function. UL→∞ is not a universal quantity in the sense that it depends on the
boundary conditions, the shape of the system, and even lattice structure.

The Binder parameter also satisfies scaling, in the form of Eq. (2.200) and data collapse
allows for the determination of ν.

Fluctuations of macroscopic observables

A direct consequence of having a diverging correlations length is that the critical
measure-to-measure fluctuations of global observables like, for instance, the magnetisation

µ)4〉/〈(X −µ)2〉2 and for any univariate normal distribution it equals 3. One also notes that the kurtosis
is a dimensionless ratio.
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Figure 2.22: The Binder cumulant of the 2d Ising model. Data from [43] with the estimate
Tc/J = 2.26903± 0.0005 cfr. Onsager’s exact value Tc/J = 2/ ln(1 +

√
2) ∼ 2.26919.

density, are not Gaussian. The reason is simple, if L < ξ, a global measurement is not the
result of an average over many uncorrelated regions and, thus, one cannot use the central
limit theorem to argue for a normal distribution of fluctuations. In the regime in which
L is finite with respect to ξ, finite size scaling implies

pL(m) = Lβ/ν Π

(
mLβ/ν ,

ξ

L

)
. (2.201)

Recently, the study of critical fluctuations of macroscopic observables received much
attention. The best adapted model for this analysis is the 2d XY model, that is critical
on a finite interval of temperatures (and not only at a single precise value of Tc) [29].

2.8.5 The renormalisation group

We identified two important properties of the critical behaviour:

• At the critical point fluctuations at all length scales have to be taken into account
since ξ diverges. Concomitantly, large structures of ordered spins exist.

• Microscopic details should not matter much, since there is universality.

The renormalisation group is engineered in such a way to explain how short-range
couplings generate a collective phenomenon observable at all length scales. It relates
different scales making the expected scale invariance appear. The method is general and
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it does not rely on a special model, being thus apt to treat very different models with
similar global behaviour, the universality property.

We will start the discussion with a treatment of the Ising chain that illustrates how a
reduction of the number of degrees of freedom induces a flow in the coupling constants.
This motivated Kadanoff to introduce block spins, with large numbers of the original ones,
and thus eliminate large numbers of degrees of freedom which should be irrelevant at the
transition. The new Hamiltonian ruling the behaviour of the block spins needs to be
deduced. The concrete way to do it, and from it derive the scaling relations and critical
exponents, was developed by Wilson in the early 70s. We explain it afterwards.

This renormalisation group ideas gave a totally new way of understanding condensed-
matter and particle physics phenomena. They transformed the picture of phase transitions
that developed in the 60s – with the understanding of concepts like scaling, universality
and correlations – into a calculation tool. Wilson got the Nobel Prize in Physics in 1982.

2.8.6 Decimation in the one dimensional Ising chain

The idea is to reduce the number of degrees of freedom by a factor b > 1 at each step
of a transformation, N 7→ N/b = N ′, in such a way that

Z =
∑
{si=±1}

e−βH({si}) =
∑
{s′I=±1}

e−βH
′({s′I}) (2.202)

where si are the original i = 1, . . . , N Ising spins, and s′I are I = 1, . . . , N/b remaining
Ising spins. We need to find the relation between the Hamiltonians H and H′, which
will actually have exactly the same form in this special model, though with different
parameters (this is not always the case, in exact form, in other more complicated models
and some approximation procedure has to be implemented). The transformation searched
for applies then on the parameters.

For concreteness, take an open chain with N odd, N ± 1 even, and write the partition
function in the way

Z =
∑
{si=±1}

exp[K(s1s2 + s2s3) +K(s3s4 + s4s5) + · · ·+K(sN−2sN1 + sN−1sN)] (2.203)

with K = βJ . The spins with even labels s2, s4, . . . , sN−1 appear only once in the paren-
thesis singled out in this way of writing Z. One can now perform the partition sums over
the even (N − 1)/2 spins, an operation which is called decimation, and find

Z =
∑
{sI=±1}

{exp[K(s1 + s3)] + exp[−K(s1 + s3)]} × . . .

×{exp[K(sN−2 + sN)] + exp[−K(sN−2 + sN)]} (2.204)
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i = 1 2 3 4 5 6 7

a

I = 1 3 5 7

2a

k = 1 2 3 4

a

Figure 2.23: The 1d Ising chain. The original chain, the decimated one, and the rescaled final
one. In the example, N = 7, the decimated spins are (N − 1)/2 = 3 and the remaining ones
(N + 1)/2 = 4. Every second spin has been integrated away in the partition sum. Any distance
r in the original lattice becomes r′ = r/2 in the new one, measured in the units of the lattice
spacing.

where the partition sum runs over {sI = ±1} with I = 1, 3, . . . , N . The aim is to find a
transformation of the parameter K such that,

exp[K(sI + sI+2)] + exp[−K(sI + sI+2)] = f(K) exp(K ′sIsI+2) (2.205)

for all sI = ±1 and sI+2 = ±1. In other words, the condition to keep the same Ising model
form in the new Hamiltonian. Two conditions should be imposed for sI = ±1, sI+2 = ±1:

exp(2K) + exp(−2K) = f(K) exp(K ′) sIsI+2 = 1 ,

2 = f(K) exp(−K ′) sIsI+2 = −1 ,
(2.206)

and we find

f(K) = 2 exp(K ′) and cosh(2K) = exp(2K ′) (2.207)

which imply

K ′ =
1

2
ln cosh(2K) and f(K) = 2(cosh(2K))1/2 (2.208)

One can see that K ′ < K for all K ≥ 0.
The relation between K ′ and K can be seen as a recurrence

Kn+1 =
1

2
ln cosh(2Kn) (2.209)

with n labelling the step of the decimation, starting from K0 = K. For Kn = 0, Kn+1 = 0
as well. The derivative of the right-hand-side with respect to Kn at Kn = 0 vanishes. In
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the large Kn limit the right-hand-side goes as Kn − (ln 2)/2. If one looks for the fixed
points of this relation, imagined as a recurrence, one imposes

K∗ =
1

2
ln cosh(2K∗) =⇒ K∗ = 0 and K∗ →∞ (2.210)

Clearly, for any Kn 6= 0,∞, Kn+1 < Kn, and the K∗ = 0 is an attractive fixed point
while K∗ → ∞ is a repulsive one. The phase transition at T = 0 corresponds to the
repulsive fixed point K∗ → ∞. Close to this repulsive fixed point the recursion can be
approximated by

e2Kn+1 ∼ 1

2
e2Kn Kn � 1 (2.211)

Kn+1 ∼ K2
n +O(K4

n) Kn ∼ 0 (2.212)

See Fig. 2.24 for a graphical representation of this recurrence.

Figure 2.24: A graphical representation of the recurrence (2.209).

The partition function becomes

Z(N,K) = (f(K))(N−1)/2
∑

{sk=±1}

exp[K ′
∑
k

sksk+1] (2.213)

with the new index k running over k = 1, 2, . . . , (N + 1)/2, with the normal splitting 1
between consecutive values. Comparing we have

Z(N,K) = (f(K))(N−1)/2 Z((N + 1)/2, K ′) . (2.214)

Since we expect lnZ(N,K) to be extensive, lnZ(N,K) = Nζ(K) then

lnZ(N,K) = (N − 1)/2 ln f(K) + lnZ((N + 1)/2, K ′) =⇒
Nζ(K) = (N − 1)/2 ln f(K) + (N + 1)/2 ζ(K ′) (2.215)
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and in the large N limit

ζ(K ′) = 2ζ(K)− ln[2(cosh(2K))1/2] (2.216)

(note that, apart form a factor −β, ζ is the free-energy density.)
The process described in the previous paragraph is a flow in the space of parameters.

Starting from any non-zero value of the coupling constant the iteration converges to
K∗ = 0. There are then two fixed points, a stable fixed point at K∗ = 0 or infinite
temperature (to which trajectories are attracted) and an unstable fixed point K∗ → ∞
or zero temperature from which trajectories depart. The stable fixed point represents
the high temperature paramagnetic phase while the unstable fixed point is the critical
T = 0 point. The critical behaviour can be obtained from the dependence of ζ(K) on
the parameter K −Kc = K −K∗ with K∗ → ∞ or, better suited for an expansion, the
translation of eq. (2.216) in terms of T and the expansion around T ∗ = 0.

If one solved K(K ′) instead of K ′(K) as we have just done, the recursion relations are

K =
1

2
(cosh(exp(2K ′)))−1 , ζ(K) =

1

2
ln 2 +

1

2
K ′ +

1

2
ζ(K ′) , (2.217)

which yield K > K ′. The flow then goes in the opposite direction and it is represented
in Fig. 2.25.

K = 0 K →∞

Figure 2.25: The flow of the coupling constant according to Eqs. (2.217) in the one dimensional
Ising chain.

The recursive relations can be used to evaluate the free-energy as a function of K. The
trick is to start from a very small value of the coupling strength K ′ (T → ∞) for which
the spins are effectively uncoupled and lnZ = N ln 2, and then progressively increase K
following the rules in eq. (2.217). The results of this procedure are given in the Table
in Fig. 2.26 which is reproduced from [33]. The agreement between the values generated
this way and the results of the exact calculation are quite amazing.

Exercise 2.19 Repeat the calculation above for the ferromagnetically coupled one dimensional Ising
chain under an external magnetic field. Find the recursion relations and study the flow. Details can be
found in [44].

Let us now investigate the evolution of the correlation length. It is extracted from the
decay of the spatial correlation

C(~x, ~y) = 〈s(~x)s(~y)〉 ' e−|~x−~y|/ξ(K) for a� |~x− ~y| � L , (2.218)
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Figure 2.26: This Table is reproduced from [33] and shows how the iterative procedure (2.217)
starting from the uncoupled problem converges after a relative small number of steps to the exact
partition function.

where we did not need to consider the connected correlation since 〈sm〉 = 0 at all non-
zero temperatures. ξ(K) is a dimensionfull quantity, i.e. ξ(K) = ξ(K)a, with a carrying
length units. Proceeding by definition

C(~x, ~y) =
1

Z(K)

∑
{si=±1}

smsn e
K

N∑
i=1

sisi+1

with ~x = maêx , ~y = naêx (2.219)

and close to the critical (T = 0) point

C(~x, ~y) ∼ e−|m−n|a/ξ(K) . (2.220)

We notice that the correlation length has units of length but, when measured in units
of the lattice spacing, ξ(K)/a, it is just a number. Say, for example, a = 1cm, and
ξ(K) = 10a = 10cm, with ξ(K)/a = ξ(K) = 10.

For concreteness, take m and n to be odd (in the sketch in Fig. 2.23 this could be
m = 3 and n = 5 for example). Integrate away the spins with even label. The spins to be
correlated are not concerned and the result of the partition sums over the even-labeled
spins is the same as the one above. We have

C(~x, ~y) =
1

(f(K))
N−1

2 Z
(
N+1

2
, K ′
) ∑
{sI=±1}

smsn (f(K))
N−1

2 e
K′

N∑
I=1 odd

sIsI+1

(2.221)

The factors (f(K))(N−1)/2 in numerator and denominator cancel:

C(~x, ~y) =
1

Z
(
N+1

2
, K ′
) ∑
{sI=±1}

smsn e
K′

N∑
I=1 odd

sIsI+1

. (2.222)
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We now rename the spins, with k = (I + 1)/2 in the new partition sum, so as to let them
run from 1 to (N + 1)/2, with unitary label splitting. However, the lattice spacing in the
decimated model has been expanded to 2a (from a in the original one), see the second
row in Fig. 2.23. The right-hand-side is then rewritten as

C(~x, ~y) =
1

Z
(
N+1

2
, K ′
) ∑
{sk=±1}

s (m+1)
2

s (n+1)
2

e
K′

(N+1)/2∑
k=1

sksk+1

, (2.223)

where the right-hand-side concerns a problem with coupling strength K ′, (N + 1)/2 spins
and lattice spacing 2a. In order to recover a model with the same lattice spacing we need
to rescale space to recover the original lattice spacing

2a 7→ a (2.224)

and let the new model look exactly like the old one, see the third row in Fig. 2.23. All
distances are now halved with respect to the original ones.

Let us go back to the correlation length analysis. After decimation, the correlation
length measured in units of the lattice spacing (the adimensional one) has been divided
by two. That is

ξ = ξ(K)a = ξ
′
(K ′)2a ⇒ ξ

′
(K ′) = ξ(K)/2 (2.225)

In the example, ξ = 10cm is obtained from ξ(K) = 10 and ξ′(K ′) = 5. Thus, we have

ξ
′
(K ′) = ξ(K)/2 . (2.226)

Think now in terms of the flow from low temperatures to high temperatures, that is, going
from high K to K ′ < K via the recursion. At very high K the recursion is approximated
by K ′ ∼ K − (ln 2)/2, and this gives the reduction of K in each step of the decimation.
Thus, the number of steps n needed to reduce K from its original value to something
O(1) is

K − n ln 2

2
= O(1) =⇒ n ∼ 2K

ln 2
. (2.227)

Looking at the evolution of the adimensional correlation length in reversed direction

ξ(K) = 2ξ
′
(K ′) and after n steps ξ(K) = 2n ξ

′
(Kn) . (2.228)

If we require ξ′(Kn) to be O(1),

ξ(K) = 2nO(1) (2.229)

and using now (2.227) to get K of order one,

ξ(K) = 2
2K
ln 2 O(1) =⇒ ξ(K) ∼ e2K (2.230)
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Note that one can now go back to the dimensionfull correlation length ξ(K) ∼ ae2K and
the numerical factor in front of the exponential is not really important. What is important
here is the exponential divergence with T → 0.

Exercise 2.20 It is instructive to look at the Ising chain from a different angle. First, show, for example
using the transfer matrix method, that the spatial correlation function between two points at distance na is
exactly given by C(na) = tanhn(K). Study this form in the large n limit and prove that the adimensional
correlation length (measured in units of a) grows as ξ(K) ∼ e2K as a function of K. Second, notice that
the recursion relation between K and K ′, eq. (2.208), can also be written as tanhK ′ = tanh2K. Use
this form to deduce the relation between the adimensional correlation lengths.

Exercise 2.21 The recursion tanhK ′ = tanh2K can be though of as a recursion on the “magnetisation”
observable m′(K ′) = (m(K))2. The correlation length, expressed in terms of m behaves as ξ(m′(K ′)) =
ξ(m(K))/2. Therefore, ξ(m2) = ξ(m)/2. Find the solution to this equation and use it to show the
exponential divergence of ξ.

A similar procedure can be applied to the d > 1 problem. In this case, however, the
decimation of spins cannot be done exactly: one does not obtain the same Hamiltonian as
the original one after having decimated the spins. Terms with next-nearest neighbours,
as well as terms with products of four spins, with new coupling constants Knn and K4,
are generated. Some intuition is then needed to decide what to do with these new terms.
There are a number of successful recipes to approximate the iteration in the literature.
An exercise sheet will give an example of one of these.

This example showed that

effective coupling constants should be viewed as scale-dependent quantities.

The decimation related a lattice model with spacing a, and coupling constants K (and
H), to another lattice model with spacing 2a, and coupling constants K ′ (and H ′). We
will see below how to generalise this procedure to a transformation with scale b of a generic
model and find the flow in terms of b.

2.8.7 Kadanoff’s block spins, renormalisation & re-scaling

Kadanoff showed that a diverging correlation length and the associated scale invariance
imply (under some more or less mild assumptions) the scaling hypothesis, the ensuing
scaling laws postulated by Widom and the relations between critical exponents, which we
discussed in the previous Subsection.

The idea is the following [32, 33]. Take, for concreteness, an Ising model in equilibrium
at temperature T , with adimensional parameters

K ≡ βJ H = βh (2.231)
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Number of degrees of freedom

bd 7→ 1

New lattice spacing

a′ = ba

Length rescaling

x′α 7→ xα/b

ξ′α 7→ ξα/b

Figure 2.27: Block spins in a square lattice model. In this representation we placed the original
spins, si, at the centres of the white boxes delimited by the red squares. The linear size of the
system is L = 25a. The black boxes, B, with linear size ba (5a in the sketch) are then the regions
over which the spins are summed over to define the block spins, sI . The latter are placed at
the centres of the black boxes, on the green dots. The lattice spacing for the block spins SI is
a′ = ba. N = 252, b = 5 and N ′ = 252/52 = 25.

in the Boltzmann factor. Since the system has a correlation length ξ (which depends on
temperature), the spins placed within a region of linear size ba� ξ (with a the microscopic
length scale and b a numerical factor) are strongly correlated and, basically, act as a single
unit. One can then define N ′ = Nb−d averaged spins,

sI ≡
∑
i∈BI

si , (2.232)

which are placed on a lattice with spacing a′ = ab. Here b is just an adimensional number
and I = 1, . . . , N ′. Such new spins, sI , vary between −bd and bd, the completely aligned
configurations, and are not Ising variables any longer. For larger and larger blocks they
are not bounded. In order to keep them bounded, one needs to apply a renormalisation:

s′I = ZbsI such that s′I = ±1 (2.233)

When we justified the Landau approach with the coarse-graining procedure, we used a
normalisation equal to the box size, Zb = b−d in the current notation, which coincides
with the un-normalised block spin value for perfectly aligned spins within the box. Now,
we want to take into account the spin fluctuations that will certainly exist within the box
at the critical point. Thus, we normalise with a smaller denominator which corresponds
to a larger factor Zb. All in all, the block spins are defined as

s′I = Zb
∑
i∈BI

si = b−x
∑
i∈BI

si (2.234)

with x an exponent, 0 < x< d to be determined requiring (2.233). Note that there are
many configurations of the original spins that yield the same value of sI .
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The correlation length in absolute units clearly remains unchanged under the change of
variables (we are simply looking at the same physical problem in terms of new variables).
However, if one measures it in units of the lattice spacing, it turns out that the one for the
block spin system is significantly reduced with respect to the original one, just because
the lattice spacing has increased by a factor b,

ξ = ξa = ξ
′
a′ = (ξ

′
b)a =⇒ ξ

′
= ξ/b < ξ . (2.235)

Note that ξ and ξ′ are numbers. Thus, one can interpret the block spin system as being
farther away from criticality since

ξ =
ξ

a
>

ξ

a′
= ξ

′ or ξ >
ξ

b
(2.236)

and at a new reduced temperature tb with |tb| > |t|.
As already said, the new lattice has an enlarged lattice spacing, a′ = ba, and for larger

and larger blocks the lattice spacing would continue to grow. One can then shrink the
lattice, in other words, apply a scale transformation to redefine the spin positions

~x′ = ~x/b =⇒ x′α = xα/b α = 1, . . . , d (2.237)

The block spins are now Ising variables placed on the vertices of a smaller lattice
with N ′ = N/bd sites but the same lattice spacing a as the original one.

After these transformations the Hamiltonian should be written in terms of the block
renormalised spins, H′({sI}). The form of this new Hamiltonian needs not be the same
as the one of the original one. In general one writes

H′({s′I}) = RbH({si}) (2.238)

with Rb representing the transformations performed with length scale b. The final idea is
that at the critical point, and at distances larger than the scale b, the two Hamiltonians
should give equivalent descriptions of the system, since the scale at which one observes
the system’s behaviour should be irrelevant:

H′({s′I}) = H({si}) ξ � r � ba� a (2.239)

At criticality a fixed point Hamiltonian should then describe the system’s behaviour, as a
consequence of scale invariance and self-similarity.

The transformation Rb should then have a fixed point,

H∗ = RbH∗ for arbitrary b (2.240)
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Since one expects that the renormalisation transformations compose in such a way that
coarsening at distance `1× `2 can be achieved by coarsening first at distance `1 = b1a and
then at distance ` = b2a, Rb should also satisfy the properties

Rb1Rb2 = Rb1b2 =⇒ Rbn = RbRb . . . Rb︸ ︷︷ ︸
n times

= (Rb)
n . (2.241)

The coupling constant flow

Let us write a completely generic Hamiltonian, as a series including all possible terms,

H({si}) = −
∑
A

JAsA (2.242)

with JA the coupling constants and sA representing zero, one, two, etc. groups of spins.
For example, for the two body Ising model under a magnetic field, J0 = 0, J1 = h and
sA = si, J2 = J and s2 = sisj, and JA with A > 2 equal to zero. It is convenient to work
with adimensional coupling constants that, in this formulation, arise from

−βH({si}) =
∑
A

βJAsA =
∑
A

KAsA . (2.243)

Collect all the adimensional coupling constants in [K] = (K1, . . . , Kn, . . . ) and follow
their renormalisation, [K ′] = Rb[K], calling Rb the renormalisation transformation using
a coarse-graining scale ` = ba, with a the lattice spacing.

The transformations listed above should then lead to transformations of the adimen-
sional parameters

[K ′] = Rb[K] (2.244)

which flow. In general, this is a complicated non-linear function. By eliminating degrees
of freedom one obtains a system with less of them but with, possibly, more complicated
interactions (e.g. generation of more than two-body interactions from a pairwise inter-
action problem). However, the power of the method resides in the fact that near the
critical point the new Hamiltonian can be argued to keep a similar form to the one of
the original one. If new terms are generated through the coarse-graining procedure, one
argues that they are either irrelevant, that is to say, they become less and less important
after successive iteration of the coarse-graining, or that only a few such new terms are
generated.

Now, since the transformation only involves changes at short length scales it cannot
generate singularities. Then, Rb should be analytic and hence expandable in Taylor series

K ′α =
∑
β

Rαβ(b)Kβ + . . . , (2.245)

where the sum runs over the elements of [K] and we changed the notation to write the
dependence on the scale between parenthesis (b).
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Back to the Ising model with two control parameters

This model has two coupling constants, K1 = βh and K2 = βJ ≡ K, and all other
ones are identical to zero at the start. Without loss of generality, but for presentation
convenience, we assume now that these parameters are measured with respect to their
values at the critical point. This means thatK1 = βch ≡ H andK2 = (Tc(J)−T )/Tc(J) ≡
K.

The transformation then is

K ′ = A(b)K +B(b)H + . . . , H ′ = C(b)K +D(b)H + . . . , (2.246)

where the dots are higher order terms. The zero-th order terms of the series expansion
in (2.245) vanish since we now measure the parameters with respect to the critical point
and Kc = Hc = 0. For b = 1 there is no transformation and one must recover identities;
therefore, Rαα(1) = 1 for all α, which implies B(1) = C(1) = 0 and A(1) = D(1) = 1. The
simultaneous spin and magnetic field reversal symmetry implies that the transformation
must remain unchanged under {si} 7→ −{si}, H 7→ −H and K 7→ K. Therefore, B(b) =
C(b) = 0. We are left with

K ′ = A(b)K + . . . , H ′ = D(b)H + . . . , (2.247)

A(1) = D(1) = 1. Finally, one can readily exploit the properties (2.241) and argue that
A(b1)A(b2) = A(b1b2) and D(b1)D(b2) = D(b1b2) since one should recover the same effect
after applying two transformations in a row with different b’s or just one with the product
of the two b’s. Then, A(b) = byt and D(b) = byh :

K ′ = bytK + . . . , H ′ = byhH + . . . (2.248)

Say one starts from a Hamiltonian H which is slightly away from criticality with a
large but finite correlation length, ξ(K,H). After the transformation, we have already
argued in Eq. (2.235) that the new correlation length measured in units of the new lattice
spacing is shorter and the system moved away from criticality. Therefore, the exponents
must be positive

yt > 0 , yh > 0 (2.249)

Finally, dropping the higher order terms in (2.248)

K ′ = bytK , H ′ = byhH (2.250)

Equation (2.239) sets an identity between the original and block spin Hamiltonians at
criticality. The total free-energies of the original and block spin systems should also be
the same

F (K ′, H ′) = F (K,H) with
{
F (K,H) = Nf(K,H)
F (K ′, H ′) = N ′f(K ′, H ′)

(2.251)
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and then

f(K,H) = b−df(K ′, H ′) . (2.252)

Therefore,
f(K,H) = b−df(Kbyt , Hbyh) (2.253)

and this is just the homogeneity property we have already discussed phenomenologically,
now proved via the block spin argument and the fixed point requirement.

Up to now nothing fixes the block scale b and we can then choose it at will; taking

b = |K|−1/yt (2.254)

and defining ∆ = yh/yt and 2− α ≡ d/yt, one is simply left with

f(K,H) = |K|2−α gf (H/|K|∆) , (2.255)

which can also be written as

f(t, h) = |t|2−α gsing(h/|t|∆) (2.256)

with h the proper magnetic field, t = (T − Tc)/Tc, and gsing a slightly different scaling
function from gf , appearing just in the same way as when we argued phenomenologically.

This is the scaling form postulated in (2.176) which we have now derived. We know
already that from it one can derive the scaling relations and the relations between the
exponents characterising the thermodynamic observables.

Now, to make contact with the critical exponent ν, let us study the evolution of the
correlation length, and focus on a single control parameter K. The critical point Kc must
be a fixed point of the transformation,

Kc = Rb(Kc) and ξ(Kc)→∞ . (2.257)

Linearising Rb(K) around Kc

Rb(K) = Rb(Kc) +
dR(K)

dK

∣∣∣∣
K=Kc

(K −Kc) , (2.258)

with Rb(Kc) = Kc. If we assume that ξ diverges as a power of the distance to criticality,
ξ ∼ |K −Kc|−ν , then

ξ(Rb(K))

ξ(K)
∼
[
Rb(K)−Rb(Kc)

K −Kc

]−ν
=

[
dRb(K)

dK

∣∣∣∣
Kc

]−ν
(2.259)

and using
ξ(Rb(K))

ξ(K)
=

1

b
(2.260)
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we deduce

ν =
ln b

ln
dRb(K)

dK

∣∣∣∣
Kc

(2.261)

Notably, an analytic Rb(K) can produce a non-analytic ξ(K).
We recall that the composition of two coarse-graining indicated that

Rb(K) = bytK =⇒ dRb(K)

dK
= byt . (2.262)

The transformed parameter is bytK, in the first iteration, and after n such iterations,
K(n) = (byt)nK = bnyt K. Replacing above

ν =
1

yt
(2.263)

We now prove that the transformations proposed lead to an algebraic divergence of ξ.
The evolution of the correlation length is

ξ(Kn) = ξ(bnyt K) = b−nξ(K) (2.264)

b is still arbitrary. Choosing b−n = (b/K)−1/yt = (bK−1)−1/yt and multiplying the last
equation by bn,

ξ(K) = (bK−1)1/yt ξ(b) = (b1/ytξ(b))K−1/yt ∼ K−1/yt (2.265)

In the last term we have simply eliminated the prefactor (b1/ytξ(b)) which is a finite
number (ξ(b) is just the correlation length far from criticality and it takes some finite
small value). We have therefore found that ξ(K) goes indeed as a power of K. Finally,
since ξ(t) ∼ K−ν ,

ν = 1/yt (2.266)

This argument justifies the scaling relations but it has one flaw, the fact that one
can easily verify that the assumption in (2.239) does not hold in general. Some other
assumptions are needed.

The general procedure

The renormalisation group procedure is based on the construction of coarse-grained
variables. Above we focused on the example of a spin model, as a particularly clear
problem, and we constructed Kadanoff’s block spins. Here we repeat the same procedure
in slightly more general terms.

Compute the Hamiltonian by expressing the original energy in terms of the coarse-
grained variables. If new terms are generated through the coarse-graining procedure
argue that they are either irrelevant, that is to say, they become less and less important
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after successive iteration of the coarse-graining, or that only a few such new terms are
generated. Collect all the adimensional coupling constants in [K] = (K1, . . . , Kn) and
follow their renormalisation, [K ′] = Rb[K], calling Rb the renormalisation transformation
using a coarse-graining scale ba, with a the lattice spacing.

The new coupling constants, [K ′], and the new correlation length, ξ[K ′], become func-
tions of the previous ones

[K ′] = Rb[K] , ξ([K ′]) = ξ([K])/b . (2.267)

With each iteration we are observing the system at a new scale – the scale of the blocks
instead of the original one – and we are deriving the effective energy that describes the
system at this scale. The flow generated in this way – in the space of models that trans-
lates into the space of parameters once new terms in the energy are no longer generated –
approaches a fixed point that represents the critical point. At the critical point the renor-
malisation procedure must reach a stable fixed point. This means that the parameters
should no longer change

[K ′∗] = Rb[K
∗] = [K∗] , (2.268)

and the correlation length
ξ([K ′]) = ξ([K])/b , (2.269)

should also reach a fixed value

ξ([K∗]) = ξ([K∗])/b , (2.270)

and this can be satisfied by

ξ∗ = 0 or ξ∗ →∞ (2.271)

only. The former is called a trivial and the latter the critical fixed point.
Critical behaviour is given by the behaviour of the trajectories in parameter space close

to the fixed points. Linearising the transformations close to one of them

K ′α(b)−K∗α = Rαβ(b)(Kβ −K∗β) =⇒

δK ′α(b) = Rαβ(b)δKβ with Rαβ(b) =
∂K ′α(b)

∂Kβ

∣∣∣∣
[K∗]

(2.272)

(sum over repeated indices is assumed). This is a vectorial linear equation and, to solve
it, we diagonalise the matrix Rαβ(b) using its eigenvalues λi(b) and (left) orthonormal
eigenvectors uiα(b), with i a label that identifies each of them,

uiα(b)Rαβ(b) = λi(b)u
i
β(b) for each i (2.273)

uiβ(b)uiγ(b) = δβγ summed over i (2.274)
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Multiplying now Eq. (2.272) on the left by uiα:

uiα(b) δK ′α(b) = uiα(b)Rαβ(b)ujβ(b)ujγ(b)δKγ

= λi(b)δ
ijujγ(b)δKγ

= λi(b)u
i
α(b)δKα (2.275)

which, for the “rotated” couplings κi ≡ uiαδKα, reads

δκ′i(b) = λi(b)δκi (2.276)

or in matricial notation

U(b) δK′(b) = U(b)R(b)UT (b)U(b) δK = D(b)U(b) δK (2.277)

exploiting the fact that UTU = I. If [K∗] lie on a critical surface, then a subset of the
eigenvectors span the space tangential to the critical surface at [K∗].

From the composition of the RG transformation we know that λi(b) = byi , thus

yi =
d lnλi(b)

d ln b
(2.278)

Indeed, although for the treatment of models on a lattice we used integer b, it is convenient
to think of b as being 1+ = eδτ , where δτ → 0+, in which case the iteration procedure
becomes continuous, as well as the evolution of the effective couplings [Kb], driven by b
or the “time” variable τ . This justifies having written a differential equation.

One characterises the RG (exponent) eigenvalues yi by their sign:

• yi > 0 – relevant, with the corresponding κi(b) coupling growing under coarse-
graining, i.e., getting away from the fixed point

• yi < 0 – irrelevant, with the κi(b) coupling vanishing under coarse- graining, i.e.,
approaching the fixed point

• yi = 0 – marginal, with the flow of the κi(b) coupling determined by the higher
order terms in the couplings of the RG transformation.

Some comments are in order:

– An RG transformation cannot change the phase of the system, since dilution cannot
generate order from disorder and vice versa.

– The critical points are repulsive fixed points of the RG.

– If we start above the critical temperature then the system should evolve to the free
fixed point, characterised by T →∞.
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– In contrast, if we start below the critical temperature then we should end up at the
“ground state” fixed point T = 0.

– If the flow begins on the critical surface it then stays on this surface.

Differential equations for the evolution of these constants can then be written, and one
can define the β-function

β(K) =
d lnKb

d ln b
(2.279)

giving the variation of the coupling constant close to the fixed point under an infinitesimal
transformation of the scale of observation. At the critical point, which is a fixed point of
the transformation, β(Kc) = 0, since then K does not change under iteration.

One still needs to prove that Kadanoff’s assumptions are valid. In the TD, cases in
which these transformations can be carried out will be discussed, and explicit values for
the critical exponents evaluated.

A renormalisation transformation is a scale transformation that leaves the partition
function invariant. Since the thermodynamic properties of a system are governed by
the partition function, the physics is preserved.

2.9 Geometric description of second order phase transitions

Thermal features of physical systems and in particular their second order phase transi-
tions can in many cases be described by the structural properties of connected geometric
objects, or clusters. The increase of the correlation length near the critical point is par-
alleled by the increase of the average cluster radius, and its divergence to the formation
of an infinite cluster. Percolation theory is the natural framework to study the properties
of cluster-like structures.

2.9.1 Geometric and FK clusters

Take an Ising model in its ordered low temperature phase. As temperature is taken to
approach Tc larger and larger fluctuations arise and regions of the samples reverse with
respect to the background. Very early researchers tried to relate the thermodynamic phase
transition to the percolation of, initially, the geometric domains in which parallel nearest
neighbour spins on the lattice are attached together. Computer simulations proved that
although in d = 2 these clusters do indeed undergo critical percolation at Tc in d = 3 they
percolate at a Tp which is lower than Tc. Moreover, the critical exponents predicted by
critical percolation of these clusters in d = 2 were not in agreement with the ones derived
from the non-analyticities of the free-energy density.
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Figure 2.28: Sketch of the construction of a FK cluster. A domain is identified. The bonds
between nearest-neighbour aligned spins (represented with black dots on the lattice sites) are
erased using the FK procedure. Two FK disconnected clusters remain. The surviving bonds are
highlighted on the edges of the lattice. The figure is taken from [46].

It was later noticed that the relevant clusters that characterise the fluctuations close
to the critical point are not the obvious geometric domains (which are too large) but,
instead, probabilist structures constructed using temperature dependent bond weights,
which go under the name of Fortuin-Kasteleyn clusters [45]. The thermodynamic and
geometric formalisms lead to the same criticality: the critical temperatures Tc as well as
the corresponding critical exponents coincide.

The Fortuin-Kasteleyn (FK) clusters are constructed as follows. Starting with a spin
domain, one first draws all bonds linking nearest-neighbour spin on the cluster and then
erases bonds with a temperature dependent probability e−βJ . In such a way, the original
bond-cluster typically diminishes in size and may even get disconnected. As example of the
construction of FK clusters from the geometric ones in the 2d Ising model is displayed in
Fig. 2.28 (figure extracted from [46]). Under the Fortuin-Kasteleyn (FK) transformation,
the partition sum of the Ising model can be written as summation over such random
cluster configurations:

Z =
∑
G

(e2K − 1)Nbond

(
1

2

)Nc
(2.280)

with Nbond the number of bonds in the cluster and Nc the number of clusters in the
configuration and the summation runs over all possible subgraphs of the lattice.

At the critical point the FK clusters are fractal with fractal dimension DFK = (d+ 2−
η)/2, where η is the usual static critical exponent. A possible definition of the fractal di-
mension is given by the box counting construction in which one counts the number of boxes
of linear size ε that are needed to cover the set and computes D = limε→0[lnN(ε)/ ln(1/ε)].
Another way to evaluate D is by relating the mass of the cluster, or just the number of
elements in it, to its radius of gyration viaM ∼ RD

g . As an example, for the bidimensional
critical Ising class η = 1/4 and DFK = (2 + 2− 1/4)/2 = 15/8.

Accordingly, the equilibrium two-point correlation can also be written as

C(r) = r−2(d−DFK) f(r/ξ) (2.281)
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The FK clusters are used in improved Monte Carlo methods tailored to beat critical
slowing down of the fact that a single flip stochastic evolution becomes exceedingly slow
close to the critical point. In cluster Monte Carlo Swendsen-Wang methods [?] full clusters
of spins are updated at each time step with a probability that respects detailed balance,
thus ensures the approach to thermal equilibrium, but is much faster in terms of computer
time, that naive ones.

2.9.2 Percolation

The understanding of fluid flow in porous media needs, as a first step, the understanding
of the static geometry of the connected pores. The typical example, that gave the name
to the problem, is coffee percolation, where a solvent (water) filter or trickle through the
permeable substance that is the coffee grounds and in passing picks up soluble constituents
(the chemical compounds that give coffee its color, taste, and aroma).

Another problem that needs the comprehension of a static random structure is the
one of conduction across a disordered sample. Imagine that one mixes randomly a set of
conducting and insulating islands. Whether the mix can conduct an electric current from
one end to the other of the container is the question posed, and the answer depends on
the structure formed by the conducting islands.

Figure 2.29: A measurement of the topography (left) and local current (right) in an inhomo-
geneous mixture of good and bad conducting polymers [53]. The brighter the zone the more
current passing through it. Several grains are contoured in the left image.

Percolation [49, 50, 51, 52] is a simple geometric problem with a critical threshold. It
is very helpful since it allows one to become familiar with important concepts of critical
phenomena such as fractals, scaling, and renormalisation group theory in a very intu-
itive way. Moreover, it is not just a mathematical model, since it is at the basis of the
understanding of the two physical problems mentioned above among many others.

In this Section we describe its simplest setting as well as some of its variants.

Dilution

Site dilute lattices with missing vertices are intimately related to the site percolation
problem. Imagine that one builds a lattice by occupying a site with probability p (and
not occupying it with probability 1− p). For p = 0 the lattice will be completely empty
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while for p = 1 is will be totally full. For intermediate values of p, on average, order pLd
sites will be occupied, with L the linear size of the lattice. Site percolation theory is about
the geometric and statistical properties of the structures thus formed. In particular, it
deals with the behaviour of the clusters of nearest neighbour occupied sites.

Similarly, one can construct bond dilute lattices and compare them to the bond perco-
lation problem.

The site percolation problem describes, for example, a binary alloy or dilute ferromag-
netic crystal, also called a doped ferromagnet. The question in this context is how much
dilution is needed to destroy the ferromagnetic order in the sample at a given temper-
ature. The bond percolation problem corresponds to a randomly blocked maze through
which the percolation of a fluid can occur. Many other physical problems can be set in
terms of percolation: the distribution of grain size in sand and photographic emulsions,
the vulcanisation of rubber and the formation of cross-linked gels, the propagation of an
infection, etc.

The main interest lies on characterising the statistical and geometric properties of the
clusters on a lattice of linear size L as a function of the probability p. The clusters are
connected ensembles of nearest neighbour sites. Their easiest geometric property is their
size, defined as the number of sites that compose them. Other geometric properties are
also interesting and we will define them below.

The percolation problem is specially interesting since it has a threshold phenomenon,
with a critical value pc at which a first spanning cluster that goes from one end of the
lattice to the opposite in at least one of the Cartesian directions appears. For p < pc there
are only finite clusters, for p > pc there is a spanning cluster as well as finite clusters.

The first natural question is whether the value pc depends on the particular sample
studied or not, that is to say, whether it suffers from sample-to-sample fluctuations. All
samples are different as the sites erased or the links cut are not the same. The threshold
value is therefore a random variable and it does not take the same value for different
samples. The ‘surprise’ is that the mean-square deviations of pc from its mean value
vanish as a power law with the system size,

δ2
pc(N) ≡ 1

N

N∑
k=1

(p(k)
c − pc)2 ' C2N−ν , pc ≡

1

N

N∑
k=1

p(k)
c , (2.282)

with k labelling different measurements and N counting its total number. N the number
of sites in the sample. (C turns out to be 0.54 and ν = 1.3 in d = 2.) In the infinite
system size limit, pc does not fluctuate from sample to sample.

One can then count the number of sites belonging to the largest cluster and compare
this number to the total number of sites in the sample:

rL(p) ≡ Nmax(p)

N
. (2.283)

This is, again, a fluctuating quantity that, in the infinite system size limit does no longer
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fluctuate and defines
r∞ ≡ lim

L→∞
rL(p) . (2.284)

The precise definition of the critical threshold pc involves the infinite size limit and it
can be given by

r∞(p) = lim
L→∞

rL(p) =

{
0 for p < pc
> 0 for p > pc

(2.285)

where r∞(p) denotes the fraction of sites belonging to the largest cluster in the finite
lattice with linear size L. In the magnetic application of percolation, this means that the
magnetisation vanishes for p < pc and it takes the value that the magnetisation takes on
the largest cluster for p > pc (as in both cases the magnetisation on the finite clusters is
independent and averages to zero).

An equivalent definition of the critical threshold pc is given by

P∞(p) = lim
L→∞

PL(p) =

{
0 for p < pc
1 for p > pc

(2.286)

where PL(p) denotes the probability of there being a percolating cluster in the finite lattice
with linear size L.

The percolation threshold pc depends on the lattice geometry and its dimensionality.
Moreover, it is not the same for bond percolation and site percolation. Exact results are
known for special lattices as the Cayley tree. Examples of how these results are found are
given in [49]. Numerical data for finite dimensional lattices are complemented by rigorous
upper and lower bounds and the outcome of series expansions for the mean cluster value.
Harris showed that pc ≥ 1/2 for the bond percolation problem on a planar square lattice
and the numerics suggests pc = 1/2. Fisher put several bounds on pc on various 2d
lattices for the site and bond problem. In particular, pc ≥ 1/2 for site percolation on
planar regular lattices with no crossings. The values of pc for some bidimensional lattices
are given in Table 3.

The value of the percolation threshold, decreases for increasing spatial dimensionality.
For cubic lattices, pc = 1 in d = 1, pc ' 0.59 in d = 2 and pc ' 0.32 in d = 3. This implies
that the case p = 1/2 is below threshold in d = 2 for all the lattices in Table 3 but above
threshold in the cubic lattice in d = 3.

If one conducts a laboratory or a numerical experiment in a finite size array, the ma-
jority of the threshold values measured fall in a window centred at pc of width δ(N). The
infinite size limit is estimated by first taking the average at finite N and then performing
an infinite size extrapolation

pc(N) = pc + CN−γ . (2.287)

As, in general, the value pc = pc(N → ∞) cannot be computed analytically, numerical
simulations are used to obtain it. The best algorithm to find the largest cluster is given
in [54].
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Lattice n psite
c pbond

c

Honeycomb 3 0.70 0.65
Square 4 0.59 0.50
Kagomé 4 0.65
Bowtie-a 5 0.55
Triangular 6 1/2 0.35

Table 3: Connectivities, n, and critical thresholds for percolation, pc, for several two dimensional
lattices shown in the figure on the right (the honeycomb lattice is missing). (In the case of the
bow-tie lattice, n = 5 is the average between the connectivities of the sites with connectivities 4
and 6.)

The problem is quantitative characterised by a number of observables that depend on
the control parameter p. The critical threshold pc plays a role similar to the one of a
thermodynamic transition in a physical problem. Several observables vanish and behave
as order parameters and others diverge and behave as susceptibilities when the control
parameter p approaches its critical value. Moreover, they do algebraically as in usual
critical phenomena. Indeed, there is a large degree of universality in random percolation
models: pc is model dependent but the critical exponents depend only on the spatial
dimension of the lattice. Microscopic details do not influence the behaviour close to pc.

The cluster interfaces are also an interesting characterisation of the geometry of the
clusters. The domain wall of a spin cluster is its external and internal contour, constructed
as follows. One first generates a dual lattice by placing a site at the centre of each plaquette
of the original lattice. Next, the links on the dual lattice that cross broken bonds on the
original lattice are joined together. In this way, one finds a closed loop on the dual lattice
that runs along the external, and possibly also internal, boundary of a spin cluster. The
hull of a cluster is restricted to the external part of the contour, that is to say, one excludes
the contribution of the holes of the cluster. The hull-enclosed area is the area, i.e. the
total number of sites, inside the hull (the holes within the domains are thus filled). The
lengths of the different contours existing on the dual lattice are computed by counting
the number of broken bonds crossed by the boundary. The external perimeter is built by
closing the narrow gates of the hull, making in this way a smoother version of the contour
by eliminating the deep fjords.

Take a geometric object with a given property (area, length, etc.) generically called
x that takes values X. For large but not necessarily infinite L, close to criticality, its
probability distribution per lattice site or number density, nx(X), takes the form

nx(X) ' X−αxfx(X
σx(p− pc)) + nfs(X/L

Dx) . (2.288)

The second term in the rhs are the finite size corrections while the first term is the only
one remaining in the infinite size limit L → ∞. The scaling function fx is required to
decay fast (it could be an exponential) for large arguments and to approach a constant
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Figure 2.30: A percolating cluster highlighted in black and the hull of a cluster [48]. The domain
wall will add to the red line the internal interface and the external perimeter will close the two
fjords.

for small arguments. At pc the decay is purely algebraic. (p− pc)1/σx acts as cut-off and
controls the crossover from a behaviour of “critical clusters" (power-law distributed) to
that of non-critical clusters. A way to check this scaling form is to search data collapse
by plotting

Xαx nx(X) vs Xσx(p− pc) (2.289)

for the best choices of αx and σx. The master curve yields the scaling function fx that
depends on the observable x as also do the exponents αx and σx. For example, nx(X) can
be the number of clusters with area s = S, Ns(S), normalised by the number of lattice
sites, ns(S) = Ns(S)/N .

Exercise 2.22 Set the percolation problem on a one dimensional lattice. Show that pc = 1. Demonstrate
Eq. (2.288) for x being the cluster size s in the infinite system size limit, L→∞. Show that σs = 1 and
find the scaling function fs(y). Identify an exponential cut-off and compute the characteristic length sξ
from its decay.

The probability that a site belong to any cluster is, on the one side, equal to p and, on
the other side, it can be written in terms of ns(S). For p < pc there are only finite size
clusters and the sum rule

∞∑
S=1

S ns(S) = p (2.290)

holds.

Exercise 2.23 Verify the sum rule (2.290) in d = 1.

One can prove that the average size of the cluster diverges when approaching pc from
below, see [51] for an explicit calculation, and the way in which it does is also characterised
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by a critical exponent
〈S〉(p) ' |pc − p|−γs . (2.291)

On the other side, one can use the definition and scaling Ansatz for ns(S) to show that
〈S〉(p) ' |p− pc|(αs−3)/σs . Therefore, the equivalence of these two expressions requires

γs =
3− αs
σs

. (2.292)

Note that γs > 0 implies αs < 3.
The pair connectedness correlation function g(~r) is defined as the probability that a

site at distance ~r from an occupied site belong to the same cluster. The correlation length
can be computed from

ξ2 =

∑
~r r

2g(~r)∑
~r g(~r)

. (2.293)

Close to the threshold the correlation length diverges as

ξ ' |p− pc|−ν . (2.294)

Exercise 2.24 Show that in d = 1, g(r) = pr and ξ = −1/ ln p ' (1− p)−1 close to pc.

Another sum rule that one can easily show is
∑

~r g(~r) = 〈S〉.
The strength of the percolating cluster, r(p), measures the proportion of sites on the

lattice that belong to the infinite cluster and plays the role of an order parameter for the
percolation transition. It vanishes as

r(p) ' (p− pc)β for p
>∼ pc (2.295)

and the transition is continuous. For p > pc an occupied site can belong to the infinite
cluster or it can be in one of the many finite clusters. Therefore, the sum rule (2.290) is
modified to

r(p) +
∞∑
S=1

S ns(S) = p (2.296)

where the sum runs only on finite clusters. From (2.295) and (2.296) with the scaling
form of ns(S) one shows

r(p) ' |p− pc|(αs−2)/σs ⇒ β =
αs − 2

σs
. (2.297)

Several geometric properties of the clusters can also be studied. Take a site at ~ri in
a cluster. The centre of mass of a cluster with mass S and the radius of gyration of the
same cluster are

~rcm = S−1

S∑
j=1

~rj R2
g = S−1

S∑
j=1

|~rj − ~rcm|2 (2.298)
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Exercise 2.25 Prove that R2
g = (2S2)−1

∑
ij |~ri − ~rj |2 with ~ri and ~rj the positions of two sites i and j

on the cluster.

The mass of the percolating cluster, that is to say the number of sites S in it, depends
on L the linear size of the system. One can write it as ML(p) = LdPL(p) where PL(p) was
defined above in the infinite size limit and its definition is now extended to finite system
size. At pc the correlation length diverges and the percolating cluster is a fractal object.
Accordingly, ML(pc) does not scale as Ld but, instead, as

ML ' LDs for L� ξ (2.299)

with Ds a fractal dimension. If, instead, the linear size of the system is larger than the
correlation length, one can divide the full system in cubic boxes of linear size ` ≈ ξ. Inside
each box, the cluster is fractal and its mass scales as M` ≈ `Ds = ξDs . Adding together
the independent contributions from all boxes,

ML ' (L/ξ)d `Ds for L� ξ (2.300)

These two limits can be joined into a single equation

ML(ξ) ' LDs m

(
L

ξ

)
with m(y) '

{
const y � 1
yd−Ds y � 1

(2.301)

These relations imply that large clusters at p 6= pc appear fractal at length scales smaller
than ξ and regular at longer length scales.

For generic clusters of size S and radius of gyration Rg the relation (2.299) generalises
to

S ' RDs
g (2.302)

Equation (2.301) is an example of finite size scaling, that for a generic observable X
takes the form

X(p, L) = ξ−βx/ν Fx[(p− pc)L1/ν ] = ξ−βx/ν Fx[(L/ξ)
1/ν ] (2.303)

where βx is a quantity-dependent critical exponent and ν is the exponent of the power
law divergence of the incipient cluster size. The scaling function Fx should have the limits
Fx(y � 1) = 1 and Fx(y � 1) = y−βx/ν .

Many quantities diverge at pc and they can be expressed as a sum over clusters of all
sizes. The main contribution to these sums comes from the size scale sξ ' |p− pc|−1/σ, as
can be read from the scaling form of ns(S). Since one also expects this size to be given
by sξ ' ξD in terms of the fractal dimension D, one has

ξDs ' ξ1/(νσs) ⇒ Ds = 1/(νσs) (2.304)

As in standard phase transitions, the exponents αx, σx, β, ν depend on the dimension
of space but do not depend on the lattice geometry. In dimension one and two they take
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Figure 2.31: Two paths of occupied bonds in the directed percolation problem, one along which
a fire propagates from left to right and another one that does not allow propagation.

specially simple values. They are integer in d = 1 and fractions in d = 2. In particular,
the fractal dimension of the clusters areas is Ds = 1 in d = 1 and Ds = 91/48 in d = 2.
The interfaces (hulls, external perimeters, etc.) also have fractal properties that can be
characterised with fractal exponents.

Physical phase transitions also admit a geometric description. In the 70s the surprise
was that the clusters that characterise the phase transition are not the geometric ones.
The idea was to study the clusters of the reversed fluctuations in the Ising model. While
these percolate at Tc in 2d, they do at a Tp that is strictly below Tc in 3d. This indicates
that the geometric clusters are not the correct one to describe criticality. Fortuin and
Kasteleyn proposed to erase or keep the links between points belonging to the clusters with
a probability distribution that depends on temperature. Having done this, the clusters
reduce their size and while they still percolate at Tc in 2d they do at a higher temperature
in 3d that coincides with Tc. The analysis of their critical exponents (α, σ, ν, . . . ) proved
that they yield the correct thermodynamic exponents (β, γ, δ, . . . ).

Directed percolation

A figure extracted from [49] shows the definition of the directed percolation problem.

Away from the lattice

It is also possible to define percolation problems on the continuous space. This can be
done, for example, but setting circles of equal radius R randomly on a plane. Two disks
are considered to be nearest-neighbours if the centre of one falls into the other one. The
path linking such centres then identified. Remote disks can be then connected via these
paths and the question is whether the longest path runs from one border of the sample
to an opposite one. In this problem there are, a priori, two independent parameters: the
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concentration of the disks, i.e. their number over the size of the plane, N/L2, and their
radius, R. The control parameter turns out to be the dimensional quantity NR2/L2. This
model is used to describe conduction in impurity semiconductors [49].

2.9.3 Mapping to the Potts model

The bond percolation problem can be easily mapped to the Potts model [95, 96], a
simple generalisation of the Ising model,

HJ [si] =
∑
〈ij〉

δsisj (2.305)

with spins si that take q values, si = 1, . . . , q and δab the Kronecker delta function, δab = 1
if a = b and δab = 0 otherwise. The case q = 2 corresponds to the Ising model. In the
limit q → 1 the bond percolation properties are recovered in the way that we will describe
below. This results is due to Kasteleyn and Fortuin [55, 56]. This connection between
these two apparently different problems illustrates the use of an analytical continuation
from integer q to real q as a tool to solve one problem (percolation) using a non-physical
extension of another one (the Potts model). A similar mapping, though slightly more
complicated, exists for the site percolation problem.

Each configuration of the bond percolation problem is associated to a sub-graph G′ of
the embedding graph G on which the problem is defined, that appears with probability

π(G′) = pE(G′) (1− p)M−E(G′) (2.306)

where E(G′) is the number of edges in G′ and M is the total number of edges in the
original graph. Each sub-graph G′ is not necessarily formed by a single component, so
we will later call c(G′) the number of clusters in the sub-graph G′. (A cluster is defined
as the ensemble of edges that are occupied and joined by a vertex on the lattice.) Any
averaged property of the bond percolation problem can then be computed as

〈A〉 =
∑
G′

A(G′)π(G′) =
∑
G′

A(G′)pE(G′) (1− p)M−E(G′) (2.307)

A could be, for example, the number of clusters.
The partition function of the Potts model reads

ZJ =
∑
{si}

e−βHJ [{si}] =
∑
{si}

eβJ
∑
〈ij〉 δsisj =

∑
{si}

∏
〈ij〉

eβJδsisj

=
∑
{si}

∏
〈ij〉

(1 + vδsisj) (2.308)

with
v = eβJ − 1 . (2.309)
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The last identity can be readily checked, by considering the two possible outcomes for
each factor in the product:

si = sj ⇒ eβJ , (2.310)
si 6= sj ⇒ 1 . (2.311)

Note that if one took q = 1, that is to say if si = 1 for all i, the partition function is
identical to one, ZJ = 1.

The product
∏
〈ij〉 (1 + vδsisj) under the sum

∑
{si} can now be expanded. Each term

in the resulting sum is represented by a subgraph on the lattice in which all its edges
coincide with the vδsisj factors in the term. Let us explain how this works listing the first
terms in the sum for a square lattice:
- the first term is just the product of number-of-edges=M 1s and equals 1. The sum over
the spin configurations is fully unconstrained and yields a factor qN .
- the second kind of term is the product of M -1 1s and a factor vδsisj and equals vδsisj .
There areM ways of choosing this non-trivial factor. Moreover, it will give a non-vanishing
result only if si = sj and there are q possibilities for this to happen. All these terms can
be associated to isolated clusters with only two sites on the lattice. All the other spins on
the graph are unconstrained and the sum over their configurations yields a factor qN−2.
Therefore, these terms are accompanied by an overall qN−1 factor.
- the third kind of term is the product of M -2 1s and two factors vδsisj and vδsksl . There
are now three options for the two edges 〈ij〉 and 〈kl〉. They can be separated, when all
indices are different, yielding two isolated clusters with two sites each. They can be joined
together by one site, when e.g. i 6= j = k 6= l, and form a single cluster with three sites.
They cannot be such that i = k and j = l since there is no double counting of links. The
Kronecker delta imposes that all the spins on each individual cluster in the graph take the
same value (out of the q possible ones) while the spins that are not on vertices belonging
to the clusters are free to take any of the q possibilities.
The construction goes on along these lines.

The product is then represented as a sum over all possible subgraphs on the original
graph. Each edge on each sub-graph is accompanied by a factor v. The sum over the spin
configurations yields a factor q for each cluster in the sub-graph and a factor qn with n
the number of sites that do not belong to any cluster. In short,

ZJ =
∑
G′

vE(G′)qc(G
′) (2.312)

where we called E(G′) the number of edges and c(G′) the number of clusters in the
sub-graph G′, including as independent single-site clusters the sites that are alone. This
model, for generic q is called the random cluster model.

The free-energy density of the Potts model is

−βfJ = N−1 lnZJ = N−1 ln
∑
G′

vE(G′)qc(G
′) ≡ N−1 ln 〈〈qc(G′)〉〉 , (2.313)
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where we introduced the symbol 〈〈. . . 〉〉 to indicate the average over the subgraphs with
weight vE(G′). Now, we approximate this average in the q ' 1 limit:

ln 〈〈qc(G′)〉〉 = ln 〈〈eln qc(G
′)〉〉 = ln 〈〈ec(G′) ln q〉〉 . (2.314)

Using
ln q = ln[1 + (q − 1)] ' (q − 1) +O((q − 1)2) (2.315)

then

ln 〈〈qc(G′)〉〉 ' ln 〈〈ec(G′)(q−1)〉〉 ' ln [1 + 〈〈c(G′)(q − 1)〉〉] ' (q − 1)〈〈c(G′)〉〉 (2.316)

Therefore,

−βfJ = N−1 lnZJ ' (q − 1)〈〈c(G′)〉〉 = (q − 1)
∑
G′

vE(G′)c(G′) . (2.317)

The remaining average will be then average number of clusters in the percolation problem
provided the statistical weight vE(G′) in the Potts model be proportional to the one in the
percolation problem (apart from an irrelevant constant (1− p)M that does not depend on
the sub-graph configuration) (

p

1− p

)E(G′)

= vE(G′) (2.318)

that implies
v =

p

1− p
or p = 1− e−βJ . (2.319)

2.10 Models with continuous symmetry

The energy of spin models with continuous variables, such as the XY, Heisenberg
or generic O(n) models introduced in (2.3) and (2.4) in the absence of an applied field
(~h = ~0), is invariant under the simultaneous rotation of all the spin variables:

sai 7→ Rabsbi . (2.320)

(Rab are the n2 elements of a rotation matrix in an n-dimensional space. As all rotation
matrices in real space it has real elements and it is orthogonal, that is to say, RT = R−1

with detR = ±1.) This is a continuous global symmetry to be confronted to the discrete
global spin reversal invariance, si 7→ −si, of the Ising case. In group theoretical terms,
the continuous symmetry is O(n) and the discrete one is Z2.

The spontaneous magnetisation at zero temperature can point in any of the infinite
equivalent directions constrained to satisfy (2.4). This gives rise to an infinite degeneracy
of ground states that are translational invariant (in real space). These equilibrium states
are controlled by a continuous variable, determining the direction on the n-dimensional
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hypersphere of radius 1. The effect of thermal fluctuations depends on the dimensions
of the real space d and the vector n. We analyse them below, especially in the case of
d = n = 2.

In the Peierls argument, the energy of the low-lying excitations with respect to the
ground state are one of the ingredients to estimate the free-energy variation under tem-
perature fluctuations. For an Ising model the reversal of a domain has an energetic cost
which is proportional to its surface. Instead, for continuous spins the energetic cost can
be made arbitrarily small by turning the spins infinitesimally from site to site over a very
long distance. It is therefore much easier to have such long-wave variations in the contin-
uous models. This is related to the fact that the 2d XY model cannot sustain long-range
order at any non-zero temperature.

In general, an excitation with vanishing cost in the long wave-length limit is called a
soft mode and it is said to be gapless. (In quantum field theory gapless is also referred to
as massless, while gapped are also called massive.)

First of all one may want to compute the average magnetisation ~m = 〈~s(~r) 〉 =

lim~h→~0〈~s(~r) 〉~h where ~h is a pinning field. Mermin’s exact calculation [57, 58] (that we will
not present here, see [8] for a description of the proof) leads to ~m = ~0 at all non-vanishing
temperatures in the thermodynamic limit, excluding usual magnetic order at any finite
temperature in this system. Hence,

there is no spontaneous symmetry breaking, and thus no long-range order, in the 2dXY
model. The potential order parameter ~m(~r) = 〈~s(~r)〉 vanishes at all temperatures in
the thermodynamic limit.

Exercise 2.26 Study Mermin’s proof [57, 58]. Look also at the proof of the bound on the spatial
correlation function 〈~si · ~sj〉 ≤ (A/2)|~ri − ~rj |(1−ε)/(2πA) of McBryan & Spencer [59, 60]. (Both apply
beyond the spin-wave approximation, for the exact model). The fact that the correlation is bounded
from above by a function that tends to zero asymptotically is another confirmation of the absence of
long-range order in this model.

2.10.1 Spin waves

Let us consider one perfectly ordered ground state state. It is clear that if one slightly
modifies the angle of the ~s vector on neighbouring space points, the energy cost of such a
perturbation vanishes in the limit of vanishing angle. These configurations are called spin-
waves and they differ from the uniformly ordered state by an arbitrarily small amount.

In the particular case of the XY model, see Fig. 2.32, the local spins are constrained
to rotate on the plane; therefore, each spin has only two components (n = 2) and it can
be parametrised as

~si = (s1
i , s

2
i ) = |~si|(cosφi, sinφi) = (cosφi, sinφi) (2.321)
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Figure 2.32: A sketch of the 2d XY model definition. On the left the square lattice in 2d, on
the right the n = 2 spin vector.

where 0 ≤ φi ≤ 2π is the angle with respect to the x axis of the plane on which the spin
vector lives, on each d-dimensional lattice site i. The modulus of each vector spin is fixed
to one. The Hamiltonian (2.3) then becomes

H({~si}) 7→ H({φij}) = −J
2

∑
〈ij〉

cosφij (2.322)

where φij = φi − φj is the angle between the spins at neighbouring sites i and j. Equa-
tion (2.322) remains invariant under the global translation of all angles, φi → φi+φ0 by the
same amount, that corresponds to the global rotational invariance. The zero-temperature
equilibrium state, or ground state, is any of the fully aligned states φi = φ for all i, with
φ in [0, 2π]. There is, therefore, an infinite degeneracy of the ground state, as all possi-
ble orientations of the (saturated) magnetisation ~m are equally probable. Any of these
ground states has perfect long-range order since all spins point in the same direction. The
ground state energy is E0 = −JNz/2 with z the coordination number of the lattice and
N the total number of spins in the system.

If one now assumes that at low enough T the angles between contiguous spins can only
be small, |φi − φj| � 2π, the cosine in the Hamiltonian can be expanded to second order

H({φi}) ' −Jz
2
N +

J

4

∑
〈ij〉

(φi − φj)2

= E0 +
J

4

∑
~r,~a

[φ(~r + ~a)− φ(~r)]2 = H({φ(~r)}) . (2.323)

In the last member we used a different parametrisation of the lattice sites in which they
are identified by their positions ~r with respect to the origin of a coordinate system, and
the vectors ~a point along all axes of the lattice. On a square lattice in d = 2, ~a = aêk
with k = x, y, and has modulus a, the lattice spacing. If φ(~r) is a slowly varying function
of ~r one can approximate the finite difference by a derivative, e.g., along the x axis
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φ(~r+~a) = φ(~r+aêx)−φ(~r) ' a∂xφ(~r) since typically, a� |~r|. Next, the sum over lattice
sites is approximated by an integral

∑
~r · · · ' a−d

∫
ddr . . . , and we write

H({φ(~r)}) ' E0 +
J

4ad−2

∫
ddr [~∇φ(~r)]2 (2.324)

where d = 2. We ended up with a quadratic form that, if we relax the angular constraint
φ ∈ [0, 2π], acts on a real unbounded field

−∞ < φ <∞ . (2.325)

This is also called the elastic representation and the adimensional parameter βJ the spin
stiffness. For βJ sufficiently large, lifting the angular constraint should be an acceptable
approximation.

We note that if we use a Fourier transform φ~k = V −1
∫
ddr ei

~k·~r φ(~r), where φ~k is now a
complex function of ~k, with ~k = 2πn/L êk and n an integer (see App. 2.A.2, the number of
variables is not doubled since the Fourier components are constrained to satisfy φ∗~k = φ−~k),
the Hamiltonian becomes one of independent harmonic oscillators or modes

H({φ~k}) ' E0 +
(2π)dJ

4ad−2

∑
~k

k2|φ~k|
2 . (2.326)

The contribution of the long wave-lengthmodes, that is to say, small k = 2π/λ, is expected
to be very small due to the k2 factor.

Exercise 2.27 Show that the spin wave approximation on a square lattice H ∼ (J/2)
∑
〈ij〉(φi − φj)2

reads, in Fourier representation, H ∼ (J/2)
∑
~k γ(

~k)|φ~k|
2 with γ(~k) = (2/N)[2 − cos(kxa) − cos(kya)].

Back in real space, express the spin wave Hamiltonian as H = (J/2)
∑
i6=j φiG(~ri, ~rj)φj with the spin

wave propagator G(~ri, ~rj) =
∑
~k γ(

~k)e−i
~k·(~ri−~rj). Note that the sum

∑
i 6=j runs now over the whole lattice

and not just the nearest neighbour sites. Construct the Boltzmann weight of the angles φi as a Gaussian
probability, with a vectorial representation ~φ = (φ1, φ2, . . . , φN ).

Exercise 2.28 Use the results in the previous exercise, and the properties of Gaussian probabilities, to
prove that the average magnetisation density, m = N−1

∑
i〈cosφi〉 vanishes as N−1/(8πβJ) with N the

number of spins. Discuss the different thermodynamic limits at T = 0 and T > 0. Notice that this
magnetisation can be quite important even for rather large systems.

From the harmonic Hamiltonian (2.324), assuming a smooth character of the field φ(~r),
one finds that the equation for the field configurations that minimise the energy is

∇2φ(~r) = 0 . (2.327)

This equation is identical to the Laplace equation for the electrostatic potential in the
absence of any charge density. It admits the trivial solution φ(~r) = cst, that is just the
ground state configuration.
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The interest is in computing the spin-spin correlation function

G(~r) ≡ 〈~s(~r) · ~s(~0)〉 = Re 〈ei[φ(~r)−φ(~0)]〉 = e−
1
2
〈[φ(~r)−φ(~0)]2〉 ≡ e−

1
2
g(r) , (2.328)

where the second identity holds for Gaussian fields with zero average.9 G(~r) here is
a space-dependent correlation function and its Fourier transform is called the structure
factor. Since there is no perturbation breaking the systems isotropy, one can expect this
quantity to be a function of the modulus of the position vector and not of its direction;
therefore, one should find that the result is given by a G(r). Next, one should analyse
whether the correlation function, at long distances, converges to a finite value (long-range
order) or zero (no long-range order). Some details of this calculation (which can be found
in many textbooks) are given in Sec. 2.6.2 and App. 2.A.3. They lead to

Ja2−d

kBT
g(r) '


Ωd/(d− 2) (π/L)d−2 d > 2 ,
(2π)−1 ln(r/L) d = 2 ,
r/2 d = 1 ,

that imply

G(r) '

 e−const kBT d > 2 long-range order ,
(r/L)−η(kBT/J) d = 2 quasi-long-range order ,
exp[−kBT/(2Ja) r] d = 1 short-range order

The behaviour is special in d = 2. Interestingly enough, we find that the 2d XY model
does not support long-range order but its correlation function decays algebraically at
all non-zero temperatures in the Gaussian approximation. One can prove that higher
order terms in the gradient expansion do not change this behaviour for d = 2 and two
component spins. The long range order is eliminated by the accumulation of small phase
fluctuations.

This is the kind of decay found at a critical point, G(r) ' r−(d−2+η), so the system
behaves as at criticality at all temperatures. This does not seem feasible physically (at
least at very high temperature the decay should be exponential) and, indeed, we shall
see that other excitations, not taken into account by the continuous expansion above,
are responsible for a phase transition of a different kind, a so-called topological phase
transition. After these have been taken care of, the low-T phase remains well described
by the spin-wave approximation but the high-T one is dominated by the proliferation of
topological defects.

The exponent η(kBT/J) continuously depends on temperature,

η(kBT/J) =
kBT

2πJ
. (2.329)

This is a signature of the criticality of the low-T phase. The criticality is also accompanied
by other special features, such as, for example, the non-trivial fluctuations of the “failed”

9Gaussian identity:
∫∞
−∞

dz√
2πσ2

e−
z2

2σ2 eiz =
∫∞
−∞

dz√
2πσ2

e−
1
2 (

z
σ−iσ)

2

e−
σ2

2 = e−
σ2

2 .
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order parameter m = N−1〈|
∑N

i=1 ~si|〉 for finite system size [63]. Indeed, the thermally av-
eraged value of the order parameterm has abnormally large finite size corrections. Within
a spin wave calculation one findsm = (1/(2N))kBT/(8πJ) with the expected vanishing value
in the thermodynamic limit but rather large values at low temperature and finite sizes,
see Ex. 2.28. Monte Carlo simulations demonstrate that the distribution function, P (y)
with y = N−1|

∑N
i=1 ~si| is a universal asymmetric form with interesting characteristics.

2.10.2 High temperature expansions

A first quantitative hint on the fact that there must be a phase transition in the 2d
XY model came from the study of the high temperature expansion [64, 65]. The method
is very similar to the one used to study Ising spin systems. With the aim of developing a
small β Taylor expansion, the partition function is written as

Z =

∫ ∏
i

dφi e
βJ
2

∑
〈ij〉 cos(φi−φj) =

∫ ∏
i

dφi
∏
〈ij〉

e
βJ
2

cos(φi−φj) . (2.330)

Exploiting the periodicity of the exponential of the cos, one can use several tricks to derive

G(r) = e−r/ξ with ξ = a/ ln(4kBT/J) (2.331)

an exponential decay of the correlation function (see [10] for details).
One way to derive this result is to write the correlation function

G(r) = 〈cos(θ(~ri)− θ(~rj))〉 , (2.332)

expand the exponential to first order in K = βJ , and notice that the resulting product
leads to a term with just one cos(~ri)−θ(~rj)) and other terms with a multiplicity of similar
factors with the angles involved placed on neighbouring sites on the lattice. The identities∫ 2π

0

dθj cos θ(θi − θj) = 0 , (2.333)∫ 2π

0

dθj cos θ(θi − θj) cos θ(θj − θk) =
1

2
cos θ(θi − θk) , (2.334)

force the products to yield non zero results only if they correspond to path on the lattice
that join the positions at which the correlation G(r) is calculated. Since K is assumed
to be small, the leading contribution is the one given by the shortest path and one re-
covers (2.331). (We assumed there is a single shortest path, which is not strictly true.
The multiplicity of shortest paths changes the correlation length expression but not the
exponential decay of the correlation function.)

This calculation strongly suggests that there must be a phase transition between the
high temperature disordered phase and a low temperature phase, the latter with, possibly,
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the quasi long-range order predicted by the spin-wave approximation. (It was argued that
higher order terms in the gradient expansion around the zero temperature ground state
do not destroy the quasi long-range order at low temperatures since they are irrelevant in
the RG sense [10].)

2.10.3 Vortices and the Kosterlitz-Thouless transition

The failure of the spin-wave approximation at high temperatures is rooted in that it
only allows for small and smooth deviations (gradient expansion) about the ferromag-
netically ordered state. In particular, it excludes configurations in which the angular
field is singular at some isolated point(s). In other words, only single-valued functions φ
satisfying, ∑

nn~r,~y∈C

[φ(~r)− φ(~y)] 7→
∮
C

d~y · ~∇φ(~y) = 0 (2.335)

for any closed path C are admitted in the spin-wave expansion. However, in the 2d
XY model, only the spin ~si should be single-valued and the original Hamiltonian (2.322)
defined on the lattice has a discrete symmetry

φi − φj → φi − φj + 2πq with q ∈ Z (2.336)

that is lost in the continuous approximation (2.324). This symmetry, which is actually
a local one since one can use different q on different bonds, permits the existence of
vortices, a particular kind of topological defects. These excitations are the ones that kill
the simple spin-wave prediction of there being quasi long-range order at all temperatures,
as explained by Kosterlitz & Thouless in the series of papers [67, 68, 69]. Kosterlitz &
Thouless (together with Haldane) were retributed the Nobel Prize in 2016 for having
exhibited a new class of phase and phase transitions, qualified as topological.

Topological defects are configurations, in this case spin configurations, that are
local minima of the potential energy and that cannot be smoothly transformed into
the ground state, in this case the configuration in which all the spins are aligned, by a
continuous transformation of variables, in this case a continuous rotation of all spins.

In a continuous description of the lattice problem, this means that there is no trans-
formation of the kind

~s(~r) 7→ R(~r)~s(~r) (2.337)

with a continuous rotation matrix R(~r) that transforms the configuration with a topo-
logical defect into one of the ground state (continuously transformable into a spin-wave
state).
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Figure 2.33: Four examples of vortices with charge q = 1 (first line) and two examples of anti-
vortices with q = −1 (second line), see Eq. (2.338) for the definition of q. Figures borrowed
from [70].

On the lattice a vortex configuration is such that∑
nn i,j∈C

(φi − φj) = 2πq (2.338)

with q an integer ensuring that the spin be single-valued on each site of the lattice, the
charge of the vortex. These are spin configurations for which in going around a closed
path the angle rotates by 2πq. The discrete nature of the charge, makes impossible to
continuously deform the configuration to the uniformly ordered state in which the charge
is zero. The center of the vortex is located on a site of the dual lattice.

In the continuous limit, valid far from the center of the vortex where the discontinuity
sits and lattice effects can be important, vortex configurations are local minima of the
Hamiltonian

δH

δφ(~r)
= 0 and

δ2H

δφ(~r)δφ(~y)
positive definite (2.339)

where the second condition ensures their stability. Indeed, φ(~r) = cst is not the only field
configuration that minimises the energy. Vortex configurations, φ(~r), in which the field
has a singularity at the location of a point-like charge, also satisfy the conditions above.

A vortex configuration located at the origin ~r = ~0 can be written as

φ(~r) = qϕ(~r) + φ0 (2.340)

with q the integer charge and ϕ(~r) the polar angle (angle with the horizontal x axis) of
the space point ~r

ϕ(~r) = arctan
(y
x

)
(2.341)
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and φ0 an additive constant. As a example, let us take q = 1 and φ0 = 0. One
can easily construct the spin configuration associated with this φ(~r), that is ~s(~r) =
(cosφ(~r), sinφ(~r)). The arrows point as in the third panel in the first line in Fig. 2.33.
Another choice is to use q = 1 and φ0 = π/2, leading to a configuration in which the
spins turn anti-clockwise as in the left Fig. 2.36. Finally, one can use q = 1 and φ0 = π
to construct a configuration in which all spins point inwards, as in the last snapshot in
the first line in Fig. 2.33.

All the configurations with the same q can be continuously transformed into one an-
other. In the cases listed in the previous paragraph, q = 1, and

~s(~r, t) = (cos(ϕ+ t), sin(ϕ+ t)) (2.342)

with t a real parameter, taking the values t = 0, π/2 and π in these particular cases.
However, there is no parameter t that makes this configuration be one with another
charge q′; this excludes the transformation into a constant field with q′ = 0.

The divergence at the origin of the gradient of the configuration φ(~r) = qϕ(~r)+φ0 with
ϕ(~r) in (2.340) is

~∇φ(~r) = q~∇ϕ(~r) = q~∇ arctan
(y
x

)
= −q y

x2

1

1 + y2

x2

êx + q
1

x

1

1 + y2

x2

êy

= −q y

x2 + y2
êx + q

x

x2 + y2
êy = −q r sinϕ

r2
êx + q

r cosϕ

r2
êy

and
~∇φ(~r) =

q

r
êϕ (2.343)

where we used êϕ = cosϕ êy − sinϕ êx. One clearly sees the divergence for r → 0. The
problem is spherically symmetric in the sense that the modulus of the gradient of the field
only depends on the modulus of r, |~∇φ(~r)| = f(r). Moreover, ~∇φ(~r) points along a circle
around the center of the vortex, that is to say, perpendicularly to the radius (êϕ · êr = 0).

We now check that the Laplacian of the angular field φ vanishes for all r 6= 0:

~∇ · ~∇φ(~r) = q
2xy

(x2 + y2)2
− q 2xy

(x2 + y2)2
= 0 .

At the origin one has to be more careful because of the divergence of the gradient. We
proved in this way that the proposed configuration satisfies the extremisation equation.
One can also check that it is a local minimum of the energy.

Taking a circle with radius R and centred at the centre of the vortex, the circulation
of the angular field φ in (2.340)-(2.349) around C yields∮

C

dφ(~r) =

∮
C

d~l · ~∇φ(~r) =

∫ 2π

0

Rdϕ êϕ ·
q

R
êϕ = 2πq . (2.344)
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Note that this result is independent of the radius of C. Actually, in a single vortex
configuration the angle winds around the topological defect for any contour C around the
centre of the vortex10 ∮

C
dφ(~r) =

∮
C
d~l · ~∇φ(~r) = 2πq . (2.345)

(Note that the spin has to point in the same direction after coming back to the starting
point of the circulation, this condition implies that q must be an integer.) The integral
yields this non-vanishing result for all paths C that encircle the centre of the vortex and
vanishes on paths that do not. The position of the vortex corresponds to a singularity in
the field that is constructed with the coarse-graining procedure (the continuous space limit
we used to build the field). The discrete nature of the charge makes it impossible to find
a continuous deformation which returns the state to the uniformly ordered configuration
in which the charge is zero. (One justifies the continuous treatment of the spin rotation
by taking a curve around the vortex core with a sufficiently large “radius” so that the
variations in angle will be small and the lattice structure can be ignored. The continuous
approximation fails close to the core of the vortex.) A vortex creates a distortion in the
phase field φ(~r) that persists infinitely far from the centre of the vortex.

The electromagnetic analogy, that is explained in detail in the book by Chaikin &
Lubensky [74], is such that

magnetic induction ~B ↔ ~∇φ
electric current density ~J ↔ ~M = ~∇× ~∇φ

vector potential ~∇× ~A ↔ ~∇φ
(2.346)

The current density is singular at the location of the centre of the vortices as

~M(~r) = 2π
∑
i

qiδ(~r − ~ri) êz = 2πρ(~r) êz (2.347)

where ~r lives on the two dimensional plane and êz is perpendicular to it. ρ(~r) is the charge
density constituted by point-like charges located at positions ~ri.

Several singular configurations are shown in Fig. 2.33, with vortices (q = 1) in the first
row and antivortices (q = −1) in the second row (figures borrowed from [70]). A simple
visualisation of the winding angle is sketched in Fig. 2.34. Vortices with higher charge
are also possible (though as they have a higher energetic cost they are less common), see
Fig. 2.35. A vortex and a nearby anti-vortex configuration are shown in Fig. 2.36 and
some constant spin lines around vortex-antivortex pairs are shown in Fig. 2.37. The latter
appear bounded in the low temperature phase, see Fig. 2.38.

An angular configuration with M vortices with charge qi situated at the points ~ri is

φ(~r) =
∑M

i qi arctan
(

(~r−~ri)y
(~r−~ri)x

)
(2.348)

10Recall Gauss’ divergence theorem
∫
dV ~∇ · ~F =

∫
dS n̂ · ~F , where the volume integral on the left

transforms into the surface integral on the right. Applied to a volume in two dimensions and ~F = ~∇φ,
one goes from eq. (2.343) to eq. (2.345) for a single vortex with charge q.
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Figure 2.34: A graphical way to visualise the charge of a vortex. One places on the circle
an arrow corresponding the the “firs” (arbitrary choice) spin. One takes the next spin on the
plaquette, conventionally turning in anti-clockwise order, and places a second arrow on the
circle. One repeats the procedure until the last spin on the plaquette. The points on the circle
are numbered according to the order of the spins on the plaquette, 1, . . . , 4 in these examples.
If the points make one turn on the circle the charge is q = 1. If it has made an anti-turn the
charge is q = −1. If they make more than one turn the charge is higher than 0.

where the sub-scripts x and y indicate the horizontal and vertical components.
Let us evaluate the energy of a single vortex configuration. We have already argued

that the vortex configuration satisfies

~∇φ(~r) =
q

r
êϕ (2.349)

where, without loss of generality, we set the origin of coordinates at the center of the
vortex, ϕ is the angle of the position ~r with respect to the x axis, and q is the charge of
the vortex. Using the expression (2.324) where ~∇φ(~r) is replaced by (2.349),

E1 vortex =
J

2

∫
d2r [~∇φ(~r)]2 =

J

2
q2

∫ 2π

0

dϕ

∫ L

a

dr r
1

r2
= πJq2 ln

L

a
(2.350)

with L the linear dimension of the system. The energy of a single vortex
• increases quadratically with its charge
• diverges logarithmically in the infinite size limit

and one might conclude that these configurations cannot exist in equilibrium at any tem-
perature. However, as already discussed when presenting Peierls argument applied to the
Ising chain, at finite T one needs to estimate the free-energy difference between configura-
tions with and without a vortex to decide for their existence or not. The configurational
entropy of a single vortex is S = kB lnN = kB ln(L/a)2 since in a 2d lattice the centre of
the vortex can be located on (L/a)2 different sites. Then

∆F = F1 vortex − F = (πJq2 − 2kBT ) ln(L/a) (2.351)

Both energy and entropy of a single vortex configuration grow as lnL. The variation of
the free-energy changes sign at kBT = πJq2/2 therefore there cannot be isolated vortices
in equilibrium below

kBTKT = πJ/2 (2.352)
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Figure 2.35: Four vortices with charges q = 0, 1,−1, 2.

but they can at higher temperatures. Indeed, at T > TKT , isolated vortices proliferate
(favoured by the entropic contribution), destroy the quasi long-range order and make
correlations decay exponentially on a length-scale given by the typical spacing between
vortices

G(r) ' e−r/ξ(T ) ξ(T ) ' eb|T−TKT |
−1/2

(2.353)

close to TKT . This very fast divergence of the correlation length, ν →∞, can be rigorously
proven with an RG analysis [69] that we shall not present here.

The estimate of TKT just given represents only a bound for the stability of the system
towards the condensation of topological defects. Pairs (dipoles) of defects may appear at
larger couplings or lower temperatures.

Although the energy of a single vortex diverges as lnL, the energy of a bound pair
of vortex-antivortex does not diverge, since, the total vorticity of the pair vanishes, see
the Fig. 2.37 taken from [7]. Below TKT vortices exist only in bound pairs with opposite
vorticity held together by a logarithmic confining potential

Epair(~r1, ~r2) = −πJq1q2 ln(|~r1 − ~r2|/a) . (2.354)

This expression follows uniquely from the fact that at distances much larger than the
pair’s size there is no net vorticity, so the energy of the pair must be finite, and as the
pair’s size diverges Epair should yield the sum of the energies for an isolated vortex and an
isolated antivortex. (A more detailed calculation uses an integral over a contour in the 2d
plane that excludes the centers of the vortices. In particular, this approach allows one to
show that a sum over the energies of the single vortices appears multiplied by

∑
i qi and

this divergence is eliminated if the total vorticity is zero, i.e.
∑

i qi = 0.) Such pairs can
thus be thermally excited, and the low temperature phase will host a gas of such pairs.
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The insight by Kosterlitz and Thouless was that at a certain temperature TKT the pairs
will break up into individual vortices. It is this vortex pair unbinding transition that will
take the system to a high temperature phase with exponentially decaying correlations.

Figure 2.36: A vortex and a near-by anti-vortex configuration as they may appear bounded in
the low temperature phase.

Figure 2.37: Lines of spin direction close to a vortex-antivortex pair. As one observes the spin
configurations far from the vortex cores, the lines of constant spin are smooth.

The (single) vortices and anti-vortices act as if they were two point particles with
charges q = +1 and q = −1 interacting with a 1/r force. Since this corresponds to the
Coulomb interaction in two dimensions, the physics of the topological defects is just like
the physics of a two-dimensional neutral Coulomb gas. Note that the energy increases
if one tries to unbind – separate – the vortices in the pair. The vortices remain paired
and do not change much the behaviour in the low temperature phase. The correlation
still decays as a power-law and there is no spontaneous symmetry breaking in this phase
since the order parameter vanishes – in agreement with the Mermin-Wagner theorem that
we discuss below. In terms of the electrostatic analogy, the high temperature phase is a
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Figure 2.38: At low T there are few vortices and they are bound in pairs. At high T there are
many more vortices, they are free and can separate apart. Image taken from [71].

plasma. A detailed description of the vortex influence on the equilibrium properties of
the 2d XY goes beyond the scope of these Lectures. A detailed description can be found
in several book, in particular in [8].

This argument shows that two qualitatively different equilibrium states exist at high
and low T but it does not characterize the transition. The naive order parameter vanishes
on both sides of the transition but there is still a topological order, with the spin-spin
correlation decaying exponentially on one side (high T ) and as a power law on the other
(low T ) of the transition.

In contrast to usual continuous phase transitions, the KT-transition does not break
any symmetry. The free-energy density has an essential singularity at the critical tem-
perature. The full low-temperature phase is critical in the sense that the correlation
length diverges and the correlation function decays as a power law.

2.10.4 The Villain model

Villains’s idea is to use a Gaussian approximation on the lattice which preserves the
local symmetry φi− φj → φi− φj + 2πq with q an integer, and allows for large variations
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of the angle from site to site. Concretely,

Hharm ∼
J

2

∑
ij

(θi − θj − 2πm(θi − θj))2 (2.355)

with the function m(θi − θj) =


1 θi − θj > π
−1 for θi − θj < −π

0 |θi − θj| < π

A further idea is to consider that, at least at low temperatures, m(θi − θj) are inde-
pendent degrees of freedom taking the values mij = ±, 0 with the symmetric property
mij = −mji.

HVillain ∼
J

2

∑
ij

(θi − θj − 2πmij)
2 (2.356)

The next step in Villain’s development is to introduce the vortex-less and vortex car-
rying variables ϕi and ψi, respectively, and propose φi = ϕi + ψi. Then expanding the
square and arguing that the ψi can be chosen so that the cross term vanishes one arrives
at a Hamiltonian with decoupled fields.

Villain’s model will be studied in TD5.

2.10.5 Numerical evaluation

Distinguishing a second order phase transition from a Kosterlitz-Thouless one is a
daunting challenge. See, e.g., [75] for a recent effort to verify the scalings expected. A
useful method is based on the scaling properties of the kurtosis of the (pseudo) order
parameter or Binder parameter [76, 77].

2.10.6 Applications

From the Nobel Lecture: In 1972 J. Michael Kosterlitz and David J. Thouless identified
a completely new type of phase transition in two-dimensional systems where topological
defects play a crucial role. Their theory applied to certain kinds of magnets and to super-
conducting and superfluid films, and has also been very important for understanding the
quantum theory of one-dimensional systems at very low temperatures.

Other two dimensional systems, notably those of particles in interaction that would like
to form solids at sufficiently low temperature and high densities, also fall into the scheme
of the Kosterlitz-Thouless phase transitions. Indeed, in 1934, Peierls argued that thermal
motion of long-wave length phonons will destroy the long-range order or a two dimensional
solid in the sense that the mean square deviation of an atom from its equilibrium position
increases logarithmically with the size of the system [?]. He also proposed a model,
just atoms sitting on a lattice in 2d and linked together by Hookean springs, that has
quasi long-range order at all temperatures [72]. Quasi long range order means in this
context that he mean square deviation of an atom from its equilibrium position increases
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logarithmically with the size of the system. It was later understood that the mechanism
for destabilising this critical phase is through the unbinding of topological defects that
are of a different kind from the ones we studied here. (For more details, see, for example
the slides that I included in my web page and the Subsection below.)

For similar reasons, the expectation value of the superfluid order parameter in a two
dimensional Bose fluid is zero. In 1978, Bishop and Reppy studied the superfluid tran-
sition of a thin two dimensional helium film absorbed on an oscillating substrate. The
observation results on superfluid mass and dissipation supported the Kosterlitz-Thouless
picture of the phase transition in a two dimensional superfluid. The jump in the super-
fluid density at the transition given by Kosterlitz and Thouless is in good agreement with
estimates from experiment.

2.10.7 The Mermin-Wagner theorem

What happens in d = 2 and below? Indeed, the logarithmic behaviour of the angle
correlation function in the XY model or the transverse correlation in the generic O(n)
model, see below, are signatures of the fact that this is a special dimension.

In 1968, using a mathematical inequality due to Bogoliubov, Mermin showed that the
magnetisation density m is strictly zero at all T > 0 in the 2d XY model. This proof is
part of what is nowadays called the Mermin-Wagner theorem.

The Mermin-Wagner theorem is often quoted as stating that for any system with short-
range interactions there is a lower critical dimension below which no spontaneous broken
symmetry can exist at finite temperature [58]. In other words, fluctuations are so large
that any ordering that breaks a continuous symmetry is destroyed by thermal fluctuations.
dc = 1 for discrete symmetries and dc = 2 for systems with continuous symmetries. The
absence of long-range order in the 2d XY case, for example, is demonstrated by the fact
that the finite temperature correlation decays to zero at long distances – albeit as a power
law – and thus there is no net magnetisation in the system.

However, the statement above is not totally correct. What Mermin proved is that some
order parameters (like the magnetisation for the 2dXY model or the one associated to
translational order in 2d particle systems in interaction) cannot take a non-zero value at
any non-vanishing temperature. This does not exclude that other order parameters could
do it. This is indeed what happens in the problem of 2d melting, where the translational
order parameter vanishes at all non-zero temperatures but a less obvious order parameter,
associated to orientational order, does not. The system can therefore sustain long-range
orientational order at finite temperatures while it cannot maintain translational order.

The Mermin-Wagner theorem [58] is known as Coleman-Weinberg theorem/result in
field theory [61]. Independently of Mermin & Wagner, Hohenberg developed a similar
argument in the context of Bose quantum liquids and superconductors [62].

2.10.8 About universality
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The picture described above has been developed based on the analysis of the 2d XY
model in which planar spins are placed on the vertices of a regular lattice, with near-
est neighbour pairwise interactions −Jcosθij with θij the angle between the two spins.
Interestingly enough, the nature of the transition can change dramatically if the in-
teraction term takes other forms that still respect rotational invariance. The potential
2[1− cos2p2

(θij/2)], that interpolates between the conventional one for p = 1 and a much
steeper well for large p2 was used by Domany, Schick and Swendsen [78] to show that the
transition crosses over from BKT to first order for large p2. In particular, for p2 = 50 the
transition is very sharp with a huge peak in the specific heat and many other elements of
a first order phase transition. The reason for this behaviour is that the typical temper-
ature for the unbinding of vortex-antivortex pairs is pushed to very high values, beyond
the ones at which other kinds of excitations drive the discontinuous transition. Similarly,
other examples of models expected to have BKT transitions, such as the 2d Coulomb gas,
were shown to comply with the expectations only at low density and depart towards a
first order phase transition at higher density.

The phenomena just described seem to be in contradiction with the picture that
emerges from the renormalisation group theory according to which systems in the same
universal class (having the same symmetry of the order parameter and same dimension-
ality) should exhibit the same type of phase transition with identical values of critical
exponents. However, a rigorous proof that planar spin models of the XY kind with a suf-
ficiently narrow potential undergo first order phase transitions was provided by van Enter
& Shlosman [79] and the fact that with a simple change of parameter one can change the
order of the transition was thus confirmed.

2.10.9 On interface energies

In a continuous spin model the cost of an interface is proportional to its surface divided
by its thickness (note that spins can smoothly rotate from site to site to create a thick
interface). The thickness of the interface depends on the details of the model, temperature,
etc. This means that interfaces are much easier to create in continuous spin models than in
discrete ones. One can then expect to have lower lower critical dimensions for continuous
spin models than for discrete ones.

2.10.10 O(n) model: Goldstone modes

We lift here the constraint on the modulus of the vector spins and we let it fluctuate.
It is simple to derive a continuum limit of the lattice model in analogy with the Landau
approach. One first coarse-grains the two-component spin to construct a n-component
field

~ψ(~r) = `−d
∑
i∈V~r

~si . (2.357)

Let us first focus on the d dimensional O(2) model, where the field has just two com-
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Figure 2.39: A Mexican hat potential, figure taken from [9].

ponents. One proposes a Landau ψ4 action for the field ~ψ,

F [~ψ] =

∫
ddr

[
1

2
[~∇~ψ(~r)]2 +

T − Tc
Tc

ψ2(~r) +
λ

4!
ψ4(~r) + ~h~ψ(~r)

]
(2.358)

and parametrises the field by its modulus and angle,

~ψ(~r) = |φ0(~r)|(cosφ(~r), sinφ(~r)) (or ~ψ(~r) = |φ0(~r)|eiφ(~r)) . (2.359)

to rewrite the Landau free-energy of a generic configuration in the absence of the external
field ~h as

F [φ0, φ] =

∫
ddr

[
1

2
(~∇φ0(~r))2 +

T − Tc
Tc

φ2
0(~r) +

λ

4!
φ4

0(~r)

]
(2.360)

+
φ2

0

2

∫
ddr [~∇φ(~r)]2 . (2.361)

The first term is just similar to the Landau free-energy of a massive scalar field config-
uration in the Ising model. The second-term quantifies the free-energy of the spin-wave
configurations (in higher dimensions topological defects also exist, for example, in d = 3
this model has vortex lines with linear singularities). The local angle is simply a massless
scalar field in d dimensional space. The correlation functions of the φ field behave as

〈φ(~r)φ(~y) 〉 ∼ (2− d)−1|~r − ~y|2−d (2.362)

in the large |~r − ~y| limit for d = 1, 2. The behaviour is logarithmic in d = 2 (the 2d XY
model). The correlation reaches a constant in d > 2.

Let us now focus on the generic d dimensional O(n) model. The free-energy à la Landau
is the one in Eq. (2.358)

F [~ψ] =

∫
ddr

[
1

2
(~∇~ψ(~r))2 +

T − Tc
Tc

ψ2(~r) +
λ

4!
ψ4(~r) + ~h~ψ(~r)

]
(2.363)
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where ψ2 ≡
∑N

a=1 ψ
2
a is the result of a sum over n components. The potential V (ψ2) has

the Mexican hat form sketched in Fig. 2.39 (credit to A. M. Tsvelik), with extrema at

~ψ = ~0 or ψ2 = − 4!

2λ

T − Tc
Tc

(2.364)

Clearly, the latter exists only if T < Tc and we focus on this range of temperatures. It
is clear that the condition on ψ2 admits an infinite number of solutions, in other words,
there is a ground state manifold, corresponding to the circular bottom of the valley in
the Mexican hat potential. The pinning field ~h can then be used to force the system to
choose one among all these degenerate directions in the n dimensional space, in which
the field “condenses”. Let us suppose that this is the nth direction that we therefore call
longitudinal. The rotation symmetry in the remaining transverse n−1 directions remains
unbroken and the symmetry is therefore spontaneously broken to O(n−1). The expected
values of such a configuration is then

〈ψa(~r)〉 = ψδan (2.365)

while the fluctuations are

ψn(~r) = 〈ψn(~r)〉+ δψn(~r)

ψa6=n(~r) = δψa6=n (2.366)

(think of the case n = 3, choosing the n direction to be the z vertical one and the
rotations around this axis). Replacing these forms in the Landau free-energy one finds that
the longitudinal mode is massive while the transverse ones are massless (just decoupled
Gaussian fields).

The correlation functions, Cab(~r) = 〈ψa(~r)ψb(~0)〉, can be written as

Cab(~r) = δab [CL(r)δan + CT (r)(1− δan)] . (2.367)

We recall that a and b label the components in the n-dimensional space. CL is the
longitudinal correlation (parallel to an infinitesimal applied field that selects the ordering
direction, ~h = hên) and CT is the transverse (orthogonal to the applied field) one. A
simple calculation shows that the longitudinal component behaves just as the correlation
in the Ising model. It is a massive scalar field. The transverse directions, instead, are
massless: there is no restoring force to the tilt of the full system. These components
behave just as the angle in the XY model, CT (~r) ∼ r2−d (the power law decay becomes a
logarithm in d = 2). These are called Goldstone modes or soft modes.

2.10.11 The Higgs mechanism

A particular feature of models with continuous symmetry breaking in gauge theories is
that gauge fields acquire a mass through the process of spontaneous symmetry breaking.
Take the classical Abelian field theory

L[Aµ, φ] =

∫
ddr

[
−1

4
FµνF

µν + (Dµφ)∗(Dµφ) + V (φ)

]
(2.368)
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with Fµν = ∂µAν − ∂νAµ, Dµ = ∂µ + ieAµ and φ a complex field. The potential is

V (φ) = µ(φ∗φ) + λ(φ∗φ)2 (2.369)

with µ < 0 and λ > 0. The φ configuration that renders V minimum is such that
φ∗0φ0 = −2µ/λ. Without loss of generality one can choose φ0 to be real through a uniform
rotation over all space. It is easy to verify that replacing φ by (φ0 + δφ) + iφ2 where φ2

is an imaginary part (playing the role of the transverse components in the analysis of the
O(n) model) one finds that the quadratic Lagrangian does not have a φ2 term (massless
field) but instead a quadratic term in A appears. The gauge field acquired a mass (there
is also a Aµ∂µφ2 term that can be eliminated with a change of variables).

This phenomenon has been discovered in the study of superconductors by P. W. An-
derson. Indeed, one can find a short account of the historic development in Wikipedia:
The mechanism was proposed in 1962 by Philip W. Anderson, who discussed its con-
sequences for particle physics but did not work out an explicit relativistic model. The
relativistic model was developed in 1964 by three independent groups Robert Brout and
François Englert, Peter Higgs and Gerald Guralnik, Carl Richard Hagen, and Tom Kib-
ble. Slightly later, in 1965, but independently from the other publications the mechanism
was also proposed by Alexander Migdal and Alexander Polyakov at that time Soviet un-
dergraduate students. However, the paper was delayed by the Editorial Office of JETP,
and was published only in 1966. The Nobel Prize was given to F. Englert and P. Higgs in
2013 "for the theoretical discovery of a mechanism that contributes to our understanding
of the origin of mass of subatomic particles, and which recently was confirmed through the
discovery of the predicted fundamental particle, by the ATLAS and CMS experiments at
CERN’s Large Hadron Collider".

2.11 Melting in two dimensions

Consider a sufficiently dense system so that it should be a solid, possibly in a crystalline
phase and evaluate the effect of thermal fluctuations. Does the solid melt? Which are
the mechanisms leading to melting? Which is the order of the phase transition taking the
solid into a liquid?

These questions received an answer that draw consensus around the fact that the
transition is of first order in d = 3. However, the situation is trickier in d = 2. We discuss
this case below.

2.11.1 Positional vs. orientational order

In the 30s Peierls [82] and Landau [80, 81] argued that it is not possible to find long-
range positional order in low dimensional systems with short-range interactions.

Peierls used the simplest possible model for a solid, one of beads placed on a d-
dimensional lattice, with Hookean couplings between nearest-neighbours, in canonical
equilibrium, that is to say, a harmonic solid. The question he asked was whether such a
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system could sustain periodic order over long distances under thermal fluctuations, and
he concluded that this is not possible in d ≤ 2, while it is in d ≥ 3. Landau based his
arguments instead on his theory of phase transitions and reached the same conclusion. In
the 60s, the numerical simulations of [84] pointed towards a first order phase transition
between solid and liquid. A more general proof of absence of crystalline order in 2d, that
does not rely on the harmonic approximation but uses a classical limit of Bogoliubov’s
inequality [85], was given later by [86].

An equilibrium amorphous state has a uniform averaged density 〈ρ〉 = ρ0, while a zero
temperature crystalline state has a periodic one

ρ(~r) =
∑
i

δ(~r − ~Ri) (2.370)

with i a label that identifies the particles or lattice sites, and ~Ri the position of the ith
vertex of the lattice. At zero temperature a perfectly ordered state, with periodic density
is allowed for all d ≥ 1. However, thermal fluctuations make the atoms vibrate around
their putative lattice sites, and the instantaneous position of the ith atom becomes

~ri = ~Ri + ~ui = ~Ri + ~u(~Ri) (2.371)

with ~ui = ~u(~Ri) its displacement from ~Ri. A simple way to see the lack of positional
order in low dimensions (and the existence of it in higher dimensions) is to compute the
mean-square displacement of the atoms assuming thermal equilibrium. Take a generic
pair-wise potential

Utot =
1

2

∑
ij

U(~ri − ~rj) =
1

2

∑
ij

U(~Ri − ~Rj + ~ui − ~uj) . (2.372)

Indeed, the total harmonic potential energy is [83]

Utot = Ugs +
1

2

∑
ij

∑
µν

(uµi − u
µ
j )

∂2U

∂rµi ∂rνj
(~Ri − ~Rj) (uνi − uνj )

= Ugs +
1

2

∑
ij

∑
µν

uµiDµν(~Ri − ~Rj)u
ν
j (2.373)

where Ugs = 1
2

∑
i 6=j U(~Ri − ~Rj), and in the second term µ, ν run from 1 to d, Dµν

ij ≡
Dµν(~Ri − ~Rj) = δij

∑
k φ

µν
ik − φµνij and φµνik = ∂2U(~r)/∂rµi ∂r

ν
k . Three symmetries of the

couplings follow immediately Dµν
ij = Dνµ

ji , D
µν
ij = Dµν

ji (from the inversion symmetry of
a Bravais lattice), and

∑
iD

µν
ij = 0 (from the uniform translation invariance of the full

lattice). After a Fourier transform Utot becomes

Utot = Ugs +
1

2

∑
~k

∑
µν

ũ∗µ(~k)D̃µν(~k)ũν(~k) , (2.374)

117



2.11 Melting in two dimensions 2 PHASE TRANSITIONS

where ũµ(~k) =
∑

i e
i~k·~ri~ui and ũ∗µ(~k) = ũµ(−~k) since ~ui is real. Next one needs to estimate

the ~k dependence of D̃µν(~k). Using the symmetries of Dµν
ij , its Fourier transform D̃µν(~k)

can be recast as

D̃µν(~k) = −2
∑
~R

Dµν(~R) sin2(~k · ~R/2) ≈ −2
∑
~R

Dµν(~R)(~k · ~R/2)2 , (2.375)

after a small ~k approximation. It is now possible to further assume

D̃µν(~k) 7→ k2Aµν (2.376)

where the important k2 dependence has been extracted. Utot thus becomes the energy of
an ensemble of harmonic oscillators. The equipartition of quadratic degrees of freedom in
canonical equilibrium yields

〈ũ∗µ(~k)ũν(~k)〉 =
kBT

k2
A−1
µν (2.377)

and a logarithmic divergence of the displacement mean-square displacement

∆u2 ≡ 〈|~u(~r)− ~u(~r′)|2〉 ∼ kBT ln |~r − ~r′| in d = 2 (2.378)

follows as a consequence of the logarithmic divergence of the integral
∫
d2k k−2.

An even simpler derivation of the same result goes as follows. Take the harmonic
Hamiltonian H = c

2

∫
dd~r (∇~u)2 as a starting point. The excitation of a spin-wave with

wavelength L (wave vector 2π/L) then requires an energy E ≈ Ld(2π/L)2 ∝ Ld−2 that
diverges with L for d = 3, is independent of L for d = 2 (marginal case) and decreases as
L−1 for d = 1.

The divergence of the mean-square displacement in Eqn. (2.378) implies that any atom
displaces a long distance from each other and hence no long-range order is possible in
d = 2. This weird effect is due to the dimensionality of space. In three dimensions, the
mean square fluctuation is finite.

A more general proof of the lack of positional order in d ≤ 2 that goes beyond the
harmonic approximation was by Mermin [86]. In this paper, he first proposed the following
criterium for crystallinity:

ρ̃(~k) = 0 for ~k not a reciprocal lattice vector ,
ρ̃(~k) 6= 0 for at least one non-zero reciprocal lattice vector ,

(2.379)

with ρ̃(~k) the Fourier transform of ρ(~r), in the thermodynamic limit, that is

ρ̃(~k) =
1

N

N∑
i=1

ei~k·~ri . (2.380)
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Using Bogolyubov’s identity, Mermin showed that the condition (2.379) cannot be satisfied
in d ≤ 2 since in thermal equilibrium at non-vanishing temperature, for all ~k, 〈ρ̃(~k)〉 is
bounded form above by a quantity that vanishes in the thermodynamic limit.

The possibility of a two-dimensional system with constant density (all Fourier modes
vanish) being, however, anisotropic over long distances was left open by Peierls and Lan-
dau. The actual definition of the orientational order was also given by Mermin in his 1968
paper. Within the harmonic solid model he simply noticed that

〈[~r(~R + ~a1)− ~r(~R)] · [~r(~R′ + ~a1)− ~r(~R′)]〉 (2.381)

approaches a2
1 at long distances |~R− ~R′| → ∞, implying that the orientation of the local

order is maintained all along the sample. The status of the studies of orientational order
in two dimensional systems in the 90s is summarised in [87].

Because the symmetry group of both phases is the same in the thermodynamic limit
(QLRO does not result in a macroscopic broken symmetry), it seems that a phase transi-
tion is not necessary. However, as we have seen, the loss of order in the low temperature
phase is very weak, and samples of macroscopic but finite size are expected to exhibit bro-
ken symmetry, so that for all practical purposes there is a symmetry difference between
the two phases, and we would expect a phase transition.

2.11.2 Melting scenarii

In d ≥ 3 melting is a first order phase transition between crystal and liquid (although
the details of how this transition occurs are still not fully understood and may depend
on the material). In d = 2, instead, there is no full consensus yet as to which are the
mechanisms for melting and how the passage from solid (with quasi-long-range positional
and long-range orientational order) to liquid (with both short-range positional and orien-
tational order) occurs. In the late 70s Halperin & Nelson [88] and Young [89] suggested
that the transition can occur in two steps, with an intermediate anisotropic hexatic phase
with short-range positional and quasi-long-range orientational order. Both transitions,
between solid and hexatic on the one hand, and hexatic and liquid on the other, were
proposed to be driven by the dissociation of topological defects, and therefore be of BKT
type:

• In the first stage, at the melting transition Tm, dislocation pairs unbind to form a
bond orientationally ordered hexatic liquid.

• In the second stage, at Ti, the disclination pairs which make up the dislocations
unbind to form an isotropic liquid.

What are these topological defects? In two dimensions, an isolated dislocation is formed
by inserting an extra half row of particles into a triangular lattice. Similarly, an isolated
disclination is formed by inserting (removing) a 60o wedge of material into (from) a tri-
angular lattice, to form a +1(−1) disclination. A +1 disclination corresponds to a point
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having sevenfold symmetry, while a −1 disclination corresponds to a point of fivefold
symmetry. Dislocations and disclinations are considered topological defects because they
cannot be eliminated from the lattice without a global rearrangement of particles (insert-
ing or removing a half-row or a 60o wedge of particles).

Figure 2.40: A vacancy, a grain boundary between regions with different order and a dislocation
in a triangular lattice.

Moreover, within the KTHNY theory, the finite size scaling of the order parameters
is expected to be as follows. In the solid phase the translational order parameter should
decay with system size as N−η with η ≤ 1/3. In the hexatic phase the hexatic order
parameter should decay with system size as N−η6 with η6 → 0 at the transition with the
solid and, according to Nelson & Halperin, η6 → 1/4 at the transition with the liquid.
All these conclusions were derived from an RG analysis of the continuous elastic model
of a solid separated into the contribution of the smooth displacements and the one of the
defects.

A large number of numerical and experimental attempts to confirm (or not) this picture
followed. A summary of the situation at the beginning of the 90s can be found in [87] and
close to ten years ago in [90]. Early numerics and experiments faced some difficulty in
establishing the existence of the hexatic phase, and suggested instead coexistence between
solid and liquid as expected in a single first order phase transition scenario. However, by
the turn of the century the existence of the hexatic phase was settled and quite widely
accepted (see the references by Maret et al. cited below) although evidence for both

Figure 2.41: Disclination in a triangular and a square lattice.
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transitions being of BKT kind remained still elusive.
More recently, Krauth and collaborators [92, 93, 94] came back to this problem with

powerful numerical techniques and they suggested that, for sufficiently hard repulsive
interactions between disks, the transition between the hexatic and liquid phases is first
order. A phenomenon similar to the one put forward by Domany, Schick and Swendsen [78]
with a numerical study, and later shown rigorously by van Enter and Shlosman [79] for
the 2d XY model with a different potential, would then be at work. Namely, that the
BKT transition derived with renormalisation group techniques would be preempted by a
first order one. This new scenario allows for co-existence of the liquid and hexatic phases
in a finite region of the phase diagram. The mechanisms for the transitions could then be
the following.

• In the first stage, at Tm, dislocation pairs unbind to form a bond orientationally
ordered hexatic phase.

• In the second stage, at Ti, grain boundaries made of strings of alternating five and
seven fold defects would percolate across the sample and liquify it.

While real time video microscopy on superparamagnetic colloids interacting via a soft
r−3 potential tend to confirm the KTHNY scenario experimental evidence for the new
scenario in a colloidal hard disks system was recently given. It seems plausible that the
mechanism for melting in 2d be non-universal and depend on the interaction potential
and other specificities of the systems. Indeed, the numerical simulations prove that for
sufficiently soft potential the first order transition is replaced by the conventional BKT
one [94]. Moreover, a choice between the two is also made by the form of the particles:
a dependence of the order of the transition with the number of sides of the constituent
polygons was claimed in this paper.

The nature of the second transition, at Ti, remains, therefore, to be understood.

2.12 First order phase transitions

At a first order phase transition the system transits from one phase to another in a
discontinuous way. The free energies equalise at the transition, as shown in Fig. 2.42
borrowed from [98]. First order transitions are characterised by a discontinuity in the
order parameter and thermodynamic densities, with an associated delta-peak behaviour
in the susceptibility. The jump in energy density is associated to latent heat.

At a first order phase transition, the correlation length of all phases involved, ξa, is
strictly finite. There are two (or more, say Np) co-existing phases in which the order
parameter, say O, takes the mean values 〈O〉 = Oα with α = 1, . . . , Np. For systems
sizes, L� ξa, one can expect its probability distribution at the critical point to be

P (O) = N−1 exp

(
−β

Np∑
α=1

(O − 〈O〉α)2

2χαL−d

)
, (2.382)
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Figure 2.42: Figure from [98].

with the finite volume susceptibility

χα = β〈(O − 〈O〉α)2〉αLd ∝ Ld . (2.383)

For values of the order parameter between the ones of the phases involved, the system is
in co-existence, or in a mixed phase, with a finite portion of it in each of the phases. This
is sketched in Fig. 2.43. The weight of this intermediate region is expected to vanish as

P (O) ∼ exp[−σ2Ld−1] (2.384)

with σ the interface tension or, in other terms, the energy of each “broken bond”. P (O)
is then flat in this range of O. The measured averaged order parameter is

〈O〉 =
V1

V
〈O〉1 +

V2

V
〈O〉2 (2.385)

for a mixed case with two phases, V1 and V2 the volumes occupied by the two phases and
〈O〉1 and 〈O〉2 the averaged values in them.

2.12.1 Stability of ordered phases
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Figure 2.43: Left: Order parameter distribution and sketch of snapshots at a first order phase
transition between two phases. Cases falling in the first peak are ordered in one phase, cases
falling in the second peak are ordered in the other one, and cases with phase coexistence fall
below the rather flat part in between the peaks. Right: Energy distribution of the Potts model
with 20 states [97].

The classical nucleation theory (CNT) considers the thermally induced generation of
stable phase droplets in the metastable surrounding.

A ferromagnet under a magnetic field

Let us study the stability properties of an equilibrium ferromagnetic phase under an
applied external field that tends to destabilise it. If we set T = 0 the free-energy is just
the energy. In the ferromagnetic case the free-energy cost of a spherical droplet of radius
R of the equilibrium phase parallel to the applied field embedded in the dominant one
(see Fig. 2.44-left) is

∆F (R) = −2ΩdR
dhmeq + Ωd−1R

d−1σ0 (2.386)

where σ0 is the interfacial free-energy density (the energy cost of the domain wall) and
Ωd is the volume of a d-dimensional unit sphere. We assume here that the droplet has a
regular surface and volume such that they are proportional to Rd−1 and Rd, respectively.
The excess free-energy reaches a maximum

∆Fc =
(d− 1)d−1

dd
Ωd
d−1

Ωd−1
d

(
σ0

2hmeq

)d−1

σ0 (2.387)

at the critical radius
Rc =

(d− 1)

d

Ωd−1

Ωd

σ0

2hmeq

, (2.388)
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h

R

m

fc

0

Rc0

f

R

droplet free-energy

Figure 2.44: Left: the droplet. Right: the free-energy density f(R) of a spherical droplet with
radius R.

see Fig. 2.44-right (h > 0 and meq > 0 here, the signs have already been taken into
account). The free-energy difference vanishes at

∆F (R0) = 0 ⇒ R0 =
Ωd−1

Ωd

σ0

2hmeq

. (2.389)

Several features are to be stressed:

• The barrier vanishes in d = 1; indeed, the free-energy is a linear function of R in
this case.

• Both Rc and R0 have the same dependence on hmeq/σ0: they monotonically decrease
with increasing hmeq/σ0 vanishing for hmeq/σ0 →∞ and diverging for hmeq/σ0 →
0.

• In dynamic terms, the passage above the barrier is done via thermal activation; as
soon as the system has reached the height of the barrier it rolls on the right side of
the ‘potential’ ∆F and the favourable phase nucleates. It is then postulated that
the nucleation time is inversely proportional to the probability of generation of the
critical droplet, t−1

nuc ∝ P (Rc) ' e−β∆F (Rc).

• As long as the critical size Rc is not reached the droplet is not favorable and the
system remains positively magnetised.

• In models defined on a lattice, or with anisotropic interactions, the droplets need
not be spherical and the particular form they may take has an impact on the results
derived above that have to be modified accordingly.
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2.12.2 The Potts model

We have already seen the Potts model [95, 96] in the context of percolation theory.
In two dimensions, the Potts models undergo a transition at βc = ln(1 +

√
q). The

transition is of second order if q ≤ 4, otherwise first order. In 3d the transition is second
order only if q = 2. The correlation length and latent heat are also known analytically.

The transition is very weakly first order if q is small. For example, when q = 5 the
latent heat is L ≈ 0.053, the interface tension σ ≈ 0.000199, the correlation length in
the disordered phase ξ ≈ 2512. (The “natural” magnitude for all of these quantities is 1.)
Note that in this case, to see the first order character of the transition one would need
to use L� 2512 which can be hard to achieve numerically. For q = 20, the transition is
strong: L ≈ 1.2, σ ≈ 0.18, ξ ≈ 2.7.

2.12.3 Finite size effects

At finite L, the thermodynamic quantities (say, the energy) are continuous and rounded
instead of discontinuous. The δ-function behaviour of their associated susceptibilities (the
specific heat, CV = d〈H〉/dT , for the energy), has only a ‘hump’. One can argue that
Cmax
L ∼ (E+ − E−)2L2/(4T 2

c ).

2.13 Summary

This Section contains a (very) rapid summary of what we discussed

2.13.1 First order phase transitions

In a first-order phase transition a state that is stable on one side of the transition,
becomes metastable on the other side of it. The order parameter jumps at the transition,
for example, from zero in the disordered phase to a non-vanishing value in the ordered
one. The correlation length, that is extracted from the correlations of the fluctuations of
the order parameter with respect to its average, is always finite.

In common discussions of this kind of transition, the interplay between only two states
is considered, each one being the preferred one on the two sides of the transition. But this
is not necessarily the case and a competition between various equivalent stable states can
also arise. The dynamics of first order phase transitions is driven by nucleation of the new
stable phase within the metastable one in which the system is placed initially. During a
long period of time the system attempts to nucleate one or more bubbles of the stable
phase until some of them reach the critical size and then quickly grow. In the multi-
nucleation problem, two possibilities then arise: either one of them rapidly conquers the
full sample or many of them touch, get stuck, and a new coarsening process establishes.
The latter case is the one that will be of interest in the hexatic-liquid transition, as we
will argue below.

125



2.13 Summary 2 PHASE TRANSITIONS

2.13.2 Second order phase transitions

In a second-order phase transition a state that is stable on one side of the transition,
becomes unstable on the other side of it and, typically, divides continuously into an even
number of different stable points, related in pairs by symmetry. The order parameter is
continuous at the transition and, for example, it grows from zero in the ordered phase.
The correlation length, also extracted from the correlations of the fluctuations of the
order parameter with respect to its average, diverges algebraically on both sides of the
transition.

When the parameters are taken across the critical value, the system needs to accom-
modate to the new conditions and it does progressively, by locally ordering domains of
each of the possible and equivalent new equilibrium states. The latter process is called
coarsening or domain growth and, although it is a very general phenomenon, its details
depend on some characteristics of the problem as the conservation laws and the dimension
of the order parameter. The symmetry breaking process, whereby one of the equivalent
equilibrium states conquers the full sample, is achieved late after the system is taken
across the phase transition. Indeed, equilibration takes a time that scales with the system
size and diverges in the thermodynamic limit.

2.13.3 Infinite order phase transitions

Berezinskii-Kosterlitz-Thouless (BKT) phase transitions lack an order parameter tak-
ing a non-vanishing value on one side of the transition (in the thermodynamic limit) and
are not related to spontaneous symmetry breaking. They are transitions of a different
kind, driven by the unbinding of topological defects when a critical value of a control pa-
rameter (typically temperature over an energy scale) is reached. In the disordered phase
the density of free topological defects is finite and the correlation function of the would-be
order parameter decays exponentially, with a correlation length that is proportional to the
distance between unbound defects. This length diverges exponentially at the transition
and remains infinite in the full quasi-long-range ordered phase. Topological defects exist
in the ordered phase but they bound in pairs and such localised in space. The divergence
of the correlation length implies that the correlations of the would-be order parameter
decay algebraically beyond the transition, that the system has quasi long range order and
that this full phase behaves as a critical point. In terms of the associated susceptibility,
it is finite in the disordered phase and it diverges in the full subcritical phase. Even more
so, the transition is characterised by essential singularities in all thermodynamic func-
tions. The reason for this behaviour are (spin or density) wave excitations with a linear
dispersion relation at long wave-lengths. The dynamics of such phase transitions is char-
acterised by the growth of the quasi-long-range order and the annihilation of topological
defects.

Appendices
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2.A Appendices

2.A.1 Polar coordinate system

The polar coordinate system is such that

êr = cosϕêx + sinϕêy

êϕ = − sinϕêx + cosϕêy (2.A.1)

and
êϕ = êz × êr . (2.A.2)

Figure 2.45: Polar coordinates notation convention.

2.A.2 Fourier transform

We define the Fourier transform (FT) of a function f(~x) defined in a volume V as

f̃~k = V −1

∫
V

ddx f(~x) ei
~k~x (2.A.1)

This implies
f(~x) =

∑
~k

f̃~k e
−i~k~x (2.A.2)

where the sum runs over all ~k with components ki satisfying ki = 2πni/L with ni an
integer and L the linear size of the volume V .

In the large V limit these equations become

f̃(~k) = V −1

∫
V

ddx f(~x) e−i
~k~x (2.A.3)

f̃(~x) =

∫
V

ddk

(2π)d
f(~k) ei

~k~x (2.A.4)
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The Fourier transform of a real function f(~x) satisfies f̃ ∗(~k) = f̃(−~k).

2.A.3 The angle correlation

In terms of the Fourier components, the canonical measure is a Gaussian, with a weight
that is just a sum over independent modes,

P [{φ~k}] ∝ e−
K
V

∑
~k
k2|φ~k|

2

= e−
K
V

∑
~k
k2φ~kφ−~k (2.A.1)

where we collected in K all the parameters in the Hamiltonian times the inverse tem-
perature β of the Boltzmann weight. We avoid using tilde to distinguish the Fourier
transformed from the original fields as the interpretation should be obvious. Each mode
is an independent random variable with a Gaussian distribution of zero mean and corre-
lations

〈φ~kφ~k′〉 =
V

Kk2
δ~k,−~k′ . (2.A.2)

From this expression one can easily compute the averages and correlations in real space.
First, 〈φ(~r)〉 = 0. Next,

〈φ(~r)φ(~r′)〉 =
1

V 2

∑
~k

∑
~k′

ei~k·~rei~k′·~r′〈φ~kφ~k′〉 =
1

V K

∑
~k

ei~k·(~r−~r′)

k2
. (2.A.3)

In the continuum limit the sum over modes can be replaced by an integral, 1
V

∑
~k · · · 7→∫

ddk
(2π)d
· · · and

〈φ(~r)φ(~r′)〉 =
1

K

∫
ddk

(2π)d
ei~k·(~r−~r′)

k2
= − 1

K
Cd(~r − ~r′) . (2.A.4)

We should remember, though, that there is a lower cut-off of the possible wave-vector
values (an infrared long-distance cutoff) determined by the system size, which is propor-
tional to L−1. There is also a higher (an ultraviolet short-distance) cut-off given by the
lattice spacing and proportional to a−1. The right-hand-side is the Coulomb potential
due to a unit charge at the origin in a d-dimensional space, since it is the solution to

∇2Cd(~r) = δd(~r) . (2.A.5)

This equation is solved using Gauss’ theorem∫
V

ddr ∇2Cd(~r) =

∫
S

d~S · ~∇Cd(~r) =

∫
S

dS êr · ~∇Cd(~r) = 1 (2.A.6)

For a spherically symmetric solution Cd(~r) = Cd(r) and ~∇Cd(~r) = dCd(r)/dr êr, and a
spherical volume V in d dimensions with radius r, the equation becomes

1 ∝ rd−1 dCd(r)

dr
. (2.A.7)
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From this equation, taking r to be a variable and integrating from a to r, one deduces
the long distance behaviour

lim
r�a

Cd(r) ∝


const d > 2

ln(r/a) d = 2

r2−d − a2−d

2− d
d < 2

(2.A.8)

and, therefore, the phase fluctuations

〈[φ(~r)− φ(~0)]2〉 = − 1

K
[2Cd(0)− 2Cd(r)] 7→

2[r2−d − a2−d]

K(2− d)Ωd

(2.A.9)

(the subtracted constant has been fixed so that this quantity vanishes at zero distance)
one finds that while they are finite for d > 2, they diverge for d ≤ 2, and order is thus
destroyed by the spin-waves at sufficiently low dimensions. One can also rewrite the
expressions using L as the unit of distance.
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2.B Problems

2.B.1 The classical Potts model

The Hamiltonian of the Potts model is

H = −J
∑
〈ij〉

δsisj (2.B.10)

The spin variables si can take q natural values, si = 1, . . . , q. These are also called colours
in the literature and we will called them this way henceforth. The case q = 2 is the Ising
model. The sum runs over nearest neighbours on a cubic lattice in d dimensions and each
pair is counted only once. The coupling is ferromagnetic J > 0 and δab is the Kronecker
delta. We couple the model to a heat bath at temperature T .

1. Generic.

(a) Describe the ground states.

(b) Which phases do you expect? Characterise them in terms of typical spin con-
figurations.

2. Mean-field treatment.

(a) Consider the fully-connected case in which each spin interacts with all the
other ones in the sample and each pair is counted once in the sum. Write the
Hamiltonian. How should you modify the model to let it have an interesting
thermodynamic limit?

(b) You are going to characterise order in this problem using q order parameters,
which you will call xa with a = 1, . . . , q, and take them to be the proportion
of sites taking each colour. Which condition do they satisfy?

(c) Set up the mean-field analysis of this problem writing the free-energy density
as a function of the xa in the N � 1 limit. You can argue which should be
the form of each contribution in the large N limit without making the explicit
derivation.

(d) Supposing that in the low temperature phase the symmetry is broken in favour
of the first color, rewrite this free-energy density distinguishing the correspond-
ing order parameter, say x1, with respect to the other q − 1 ones which you
will take to be identical x2 = · · · = xq.

(e) Express x1 as x1 = (1/q)[1 + (q− 1)s], with s a new parameter and rewrite the
free-energy as a function of s.
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(f) If one Taylor expands the free-energy density around s ∼ 0 keeping up to cubic
contributions in powers of s, using ln(1 + x) = x− x2

2
+ x3

3
− x4

4
+O(x5), one

finds

β[f(s)− f(0)] =
(q − 1)

2q
(q − βJ) s2 − (q − 1)(q − 2)

6
s3 +O(s4)

What do you conclude about the phase transition in the mean-field Potts model
for generic q?

(g) Do you expect to find the same behaviour working in the micro-canonical
ensemble? Explain.

3. Decimation of the unidimensional Potts model

Consider the Potts model on a d = 1 space with periodic boundary conditions.

(a) Take three nearby sites on the line, labelled k − 1, k and k + 1. Perform the
partition sum over the central spin sk (decimation). Establish the recurrence
relations for the parameter eK with K = βJ .

(b) Which are the fixed points? Determine whether they are stable or unstable.

(c) Is there a finite temperature phase transition?

(d) Do you know an argument to show that there is no finite temperature phase
transition in this problem without going through this kind of calculation?

(e) Do you expect a finite temperature phase transition in d = 2?

2.B.2 A classical Ising chain with alternating couplings

Take an Ising chain with alternating coupling constants

H = −J1

L∑
i odd
i=1

sisi+1 − J2

L∑
i even
i=2

sisi+1 , (2.B.11)

with J1 > 0, J2 > 0, si = ±1, 0, and periodic boundary conditions sL+1 = s1. The system
is in equilibrium with a bath at inverse temperature β and one defines K1 = βJ1 and
K2 = βJ2. See Fig. 2.46 for a sketch.

1. Write the Boltzmann weights of the group of four neighbouring spins, s1, s2, s3, s4,
with s1 and s4 at the borders of this segment of the chain on the one hand, and
s4, s5, s6, s7, with s4 and s7 at the borders of this other segment of the chain on the
other hand. (See Fig. 2.46.)
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Figure 2.46: The Ising chain with alternating coupling constants, J1 and J2.

2. Write the result of the decimation of the two central spins (s2 and s3 on the one
hand, and s5 and s6 on the other) in the two cases, separately.

You have the choice of working with the exponential representation of the Boltzmann
factors (which will lead to relatively ugly expressions and we do not recommend it)
or to proceed as in a TD (which will lead to more compact expressions that we will
use below) following the steps:

(a) Represent the exponentials as eKsisj = A(K)[1 + sisjB(K)] with parameters
A(K) and B(K) that you have to fix.

(b) Rewrite the Boltzmann factors e−βHl and e−βHr in this representation.

(c) Sum over the internal spin configurations.

(d) Identify the spin-dependent terms and read from them the relation between
new and old parameters.

3. You must have derived

tanhK ′1 = (tanhK1)2 tanhK2

tanhK ′2 = (tanhK2)2 tanhK1

in question 2. Which are the fixed points of the recurrence?

4. Which one(s) is(are) stable/attractive and instable/repulsive? Give first an intuitive
argument to guess the answer and then prove it (at least sketch the calculation to
be done, if you do not have time to do all the calculations).
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